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Approximation of analytic functions in multiply con-
nected domains by linear operators

Aynur F. Amrahova

Abstract. We consider the space of analytic functions in multiply connected domains with the
topology of compact convergence, find criterion for convergence of sequences in this space and
prove the theorems on the approximation and statistical approximation of functions in this space
by the sequences of linear and, in particular, linear k-positive operators.
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1. Introduction

It is well known that the sequences of linear positive operators play an important
role in the theory of approximation of functions (see [2, 15]). Some authors explored the
problem of approximation of analytic functions by the sequences of linear operators with
the use of k-positivity properties of linear operators. The concept of k-positivity was first
introduced in [7] to obtain Korovkin-type approximation theorems in the space of analytic
functions. Using this definition of k-positivity, some results on approximation of analytic
functions by means of k-positive linear operators in the unit disk were obtained in [7]
and [8]. Later, various problems of approximation by linear k-positive operators in the
space of analytic functions on simply connected domains have been studied extensively in
[1, 3, 5, 9, 11, 12]. The approximation of analytic functions by linear operators without
k-positivity has been considered in [10] and [14].

This paper is dedicated to the approximation of analytic functions in the multiply
connected domains by linear operators. The paper is structured as follows. In Section
2, we introduce the space of analytic functions in the multiply connected domains and
prove a theorem about the necessary and sufficient conditions for convergence to zero of
the sequence of functions in this space. We also prove theorems on the approximation by
linear operators, in particular, by k-positive operators. In Section 3, we present similar
results for statistical convergence.
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2. Approximation by linear operators in the space of analytic functions
on multiply connected domains.

Let Dy = {ze€C: |z—ao|<R}, ai,...,amu € Dy and D =
{zGDO: |z —a;| > i, z'zl,m}7 where 0 < r, < R — |lap—a;], i = 1,m,
ri+ 1 <lai —ajl, i,j = 1,m, i # j. We will denote by A (D) the space of all analytic
functions in m + 1 connected domain D with the topology of compact convergence. This
means that, by a convergence in this space we will mean the uniform convergence in any

compact of D. For max llap—ai| + 1] < R < R, r; <71} < R —lag—a;|, i = 1,m,
=T,

T+ 1”;- <la; —ajl, ,m, i # j we will consider the seminorms

uﬂuwwmmmﬁyznmxﬁfwn: 2€Dy wwhs

that convert A (D) into a Frechet—type space, where

Dy o r={2€C: |z—a| <R, |z—a|>rj,i=1,m}.

Tm>»

It is known [see, for example, 4] that the system of functions 1, (z— ao)k,
(z—a1))*..., (z—am)", k € N, forms a basis for A (D), i.e. every function f € A (D)
can be uniquely represented in the form

:iiﬁz—%@% (1)
1=0 k=0

where wo (k) =k, k€ Zy, w; (k) = —k—1for i =1, m, k € Z;, and the coefficients f,gi),
ke Z,,i=0, m are defined by the formula

% 1 —w;(k)— :
flg):'/ [ (2)(z—a) i(k) 1dz,k6Z+,2:O,m
211 Iy

and I';, i = 0, m are any circles centered at the points a; and belonging to the domain D.
Denote ag = R~ and o = r; for i = 1, m.
First we prove the following theorem on the convergence to zero in A (D).
Theorem 1. The sequence f, (z) convergence to zero in A (D) if and only if the
coefficients of expansion

:iifl,)k Z—CLZ z(k)

1=0 k=0

satisfy the conditions

‘f(’) <en(l+6)ak ke Z,i=0m 2)
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for any n € N, where
lim &, = lim §, =0. (3)

n—o0 n—o0

Proof. The sufficiency follows from the fact that for each max [lap — a;] + 5] < R' <
=T,

R, ri <ri <R —lag —a;|, i = 1,m, rj + 7 < |a; — a;], ’L]—lm i # j we have

o) R, k m 0o r; k 1
il e <D znti4) () + St ot () - =
=1 k=1 4 g
R N e S L
— I Sl (7 4
R— (1406, R ;7‘;—(1—%5”)73 " (4)

and the right-hand side of the inequality (4) tends to zero as n — oo.
To prove the necessity, we choose d,, — 0 such that

En = maX{ fn () = 2€D, 146, rm(1+6n),R(1+5n)_1}
tends to zero as n — co. Then for k € Z the equality

0 1
fn}c ey

- fn(2)(z—ag k=1
270 )| ag|=R(146n) (=2)( )

implies the estimate
0 _
FRAEEAIE AL

and for k € Z,, i =1, m the equality

; 1
f(z)k — fn (2) (z — a;)" dz
2mi |z—ail=r;(1+0n)
implies the estimate
)fy(;,)k 1+ 5n)k’+l T’fﬂ-

This completes the Proof of the Theorem 1.

Now we consider the linear operators in A (D). It follows from (1) that for any linear
operator T': A (D) — A (D) the expansion

m o0

=33 T 5| (2= a)®

i=0 k=0 \ j=0 p=0

is valid, where f(z) = > > 70, f,ﬁi) (z — ai)‘*’i(’f) and

T ((z - aj)wj(p)) = Zm: iTk% (i) (2 — ai)wi(k) ,pEZi,7=0,m.
i=0 k=0
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Let the system of sequences of positive numbers g = {{ g,(:)}zo 1 =0, m} satisfies
the conditions: A B
Vi=0,m,Vk € Z, : AV (g) =
= inf{ ’\/glff) V| ipezi, j=0m, (j,p)# (i,k)} >0, (5)
o T () _ Y+ _
Vz—O,m.klggo<A ())k lhm(k)k—l. (6)

Definition 1. By A, (D) we denote the set of analytic functions

:iiféz (z —a;)” )EA( D)

=0 k=0

.

whose coefficients satisfy the following conditions:
‘ f;ii) (4)

where M is a constant independent of k.
Theorem 2. Let T, : A(D) — A(D) be a sequence of linear operators

of ke Z,,i=0,m, (7)

m o0

=2 (X T | (= a®, (®)

i=0 k=0 \ j=0 p=0

where f(z) = >0 > reo f,gi) (z — ai)“’i(k) € A (D). If there exist sequences &, and J,
satisfying (3) such that the inequalities

ZZ p(zya _Qk <€n(1+5) ,i=0,m,k € Z; (9)
j=0 p=0
Z‘ p(z]‘a —ak <€n(1+6) i:(),m,k-GZJm (10)
=0
Z ‘ k., ( ,J‘\/Q?a —\/ga <en(1+46.) a ;mk ez, (11)
=0p
ZZ‘ (n>zj))glgj —gWak| < e (1485 ok i =0m, k € Zy (12)
=0 p=0

holds, then for any function f € Ay (D) and for every max [|ag — a;| + 73] < R < R,

i=1,m

ri <1p < R —lag —a;|, i =1,m, rj + 7% < |a; — aj|, 4,j = 1,m, i # j we have

Jim ([T f = Fllapy, vy i = 0-
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Proof. From the equations (10) - (12) we have

ZZ‘ k.p, ( J)‘ <\/91(7)_ @)20‘13

7=0 p=0

- 2
<ep(1+6,)Fak (1 + g,(:)> i=0,mke 7, (13)

and this implies

S = (n) p
Z Z ‘Tkm (073)) oy <
3=0 p=0
(J,p) # (i, k)
-\ 2 ) —9
< en (1468,)" <1+ gfj)) (A (9)) Li=Omke 2. (14)

For each f(z) =>"1" 0> 70 fki) (z —a;)“'™ € A(D) we have

0160 =S (S5 - e
i i i {i iT’sZ’) )%~ Olf} f‘gi)a;k (z — a;)'®) +

+ZZ { T ,p, i) (f(J fkl)az_k) O‘f} (z — ai)M(k) — qul) (z) + Jé?) (2).
Jj=

=0 k=0 | j=0p=0
(15)
If f € Ay (D), then from (7), (9), (13) and (14) we have:
IV ()] £ Myen - 330 (14 0) algl! |2 — a4 @
i=0 k=0
\
IOEM AT X [T [+ e e -l <
i=0 k=0 | j=0 p=0
(4 p) # (i, k) )
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|z —a; ]wi(k <
m oo ) ) _9 —\ 2 .
< Mpen-» Y (2 +3g" (A;) (g)) ) (1+6,)%ak <1 +1/g¢ )> |2 — ;|

i=0 k=0
Hence, by virtue of (15), we obtain that

JLIEIO”T"f —flawyogeerrr =0

for each max [lag — a;| + 7] < R' < R, r; <7} < R'—|ag — a;|, i = 1,m, ri+r} < |a; — a4,

1=1,m
1,7 =1,m, ¢ # j. This completes the Proof of the Theorem 2.
Now, we will present the following general result on approximation in A (D).

Theorem 3. Let the sequences of positive numbers b = {{b,(;)}:) o 1=0, m} and

g= {{gl(j)}zo . 7= O,m} satisfy the conditions (5), (6) and T;, : A(D) — A (D) be a
linear operato_rs defined as (8). If there exist sequences ¢, and ¢, satisfying (3) such that

the inequalities

SNyt Dol — gWak| < ep(1+6,) ok i =0m ke Zy, (16)
7=0 p=0

Z } p(”‘gpj)ap—g,ﬁ)ak <en (146 ak i=0,mke Z., (17)
=0p

ZZ) ,p,(w‘\rg’)p \/79 of| <en(146,) Jm,k € Z,18)

7=0 p=0

ZZ‘TW (w)‘b Wal —pPgNak| <o (146, aki=0mkez,  (18)
7=0 p=0

holds, then for any function f € A, (D) and for every max [|ag — a;| + 73] < R < R,

i=1,m

ri <71 < R —lag —ai|, i = 1,m, r{ + 1} <la; —aj], i,j = 1,m, i # j we have

Jim [T f = fllapy, vy e =0

TIL’

Proof. From (17) - (18) we have

_‘ . o)‘(\r \/>> of <

7=0 p=

- 2
<en(1+6,)" ok <1+ b,ﬁ”) i=0,m, k€ 7y, (19)
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and this implies
m oo
() P
Z Z ’T,p,(w ‘gp JS
J=0 p=0
(4:p) # (i, k)

=\ 2 ) _92
<en(146,)F ok (1+ b,(j)) (A](j)(b)) i=0m, ke Z,.

For each f(z) =>"1" 0> 70 fki) (z — a;)”'™ € A(D) we have

Tnflz) - ZZ{ZZT,P»(Z,] fkl } (2 *ai)wi(k) =

i=0 k=0 | j=0p=0

Gl (i)
(i ) k w;(k
ZZ { Z knzn (w)gp a] 9k N } oo (2 —ai) ®) 4
] A

1=0 k=0 =0 p=0

m oo [ o ) ‘
(n) Iy T () P Awi(k) _ 7(3) (4)
NP OT’“’p’(m( b ) ()>ng (2= ag)" = T (2) + T

i=0 k=0 | j=0p o 9p 5 9

If f e Ay (D), then from (7), (16), (19) and (20) we have:

0 ()] < My [f)fj (146" ok - ai\“’*’“)] ;

EACIEELTE9) DL DRNED DI (A 1 R B (LR
#

<2Mjyey, - Z Z (1+ (5n)k Ozéc (1 + bl(;)) (AS) (b)) 2 — az‘wb(k) )
Hence, by virtue of (21), we obtain that

Jim (|Tof = fllawy,rg...vp e =0

for each max [lag — a;| +7i] < R' < R, r; <717 < R'—|ag — ai|, i = 1,m, ri+7} <la; — a

i=1,m
i,j = 1,m, i # j. This completes the Proof of the Theorem 3.
Similarly to [6], we define the k-positive operator in space A (D).

53
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Definition 2. Linear operator T : A (D) — A (D) is called k-positive if it preserve
the subclass of analytic functions with positive coefficients in the expansion of functions
in series (1).

It is obvious that the k-positiveness of the operator

(THE =D 2D Tewands | (5= 0)=®)

m m o0
i=0 k=0 \ j=0p=0

where f(2) =30 > r, f,j) (z —a;)*"®) € A(D), is equivalent to the non-negativeness
of the coefficients Ty ;, (; ), 1,5 = 0,m, k,p € Z.

- o
Let the sequences of positive numbers g = {{ g,&l)}k o 1 =0, m} satisfy the condi-
tions (5), (6). Denote -

b =303 (o) b (z =0 ® v =0.1.2 (22)

~
Il
o
B
Il
o

Theorem 4. Let T,, : A(D) — A (D) be a sequence of linear k-positive operators.
The sequence T, f (z) tends to f (z) in A (D) for each function f € A, (D) if and only if

nh—>Holo Tnhy (2) = hy (2)

in A(D) forv=0, 1, 2.

Proof. By Theorem 1, the convergence to zero of the sequence T,hy, — hy, v =0, 1, 2
in A (D) and the positiveness of the operators T}, : A (D) — A (D) imply the inequalities
(9) — (12). From here and from theorem 2 we receive the theorem. This completes the
Proof of the Theorem 4.

Let the sequences of positive numbers b = {{b,(j)}:)o : izO,m} and g =
. o0 =
{{g,(;)}k . i= O,m} satisfy the conditions (5), (6). Denote

H,(z) = i i (b,(j))% g,(j)af: (z—a)® v=0,1,2 (23)

Theorem 5. Let T,, : A(D
The sequence T, f (z) tends to f

in A(D) forv=0, 1, 2.

Proof. By Theorem 1, the convergence to zero of the sequence T,,H, — H,, v =0, 1, 2
in A (D) and the positiveness of the operators T), : A (D) — A (D) imply the inequalities
(16) — (18). From here and by theorem 3 we receive the theorem. This completes the
Proof of the Theorem 5.
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Following the terminology of the theory of approximation of functions of real variable
by positive linear operators (see [14]), we can assert that the system of three functions
{ho(2) , h1(2) , ha(2)} (or {Ho(z) , H1(z) , H2(z)}) by theorems 4 and 5 forms a Ko-
rovkin system in A (D). The next theorem shows that the system of functions (z — ai)wi(k),
i=0,m, k € Z; does not form a Korovkin system in A (D).

. (o9}

Theorem 6. For every sequence of positive numbers g = {{g,(j)}k o D= O,m}
satisfying the conditions (5), (6) there exists a sequence of k-positive operators W,
A (D) — A(D) such that the sequence of functions W, ((z - ai)wi(k)) — (2 — a;)*'®
converges to zero in A (D) for every i = 0,m, k € Z, and there exists a function f* €
Ay (D) such that

/ / =
)7T17"'7 T‘va

i [Waf* (2) = 1 (2) Lo
R e (z —aj)
R— (2 — ap) +;(2—ai)—

for every max [lag —a;| + 7] < R < R, 7 <rj < R' —lag—ai|, i = 1,m, rj + 7} <

>0 (24)

-
“Way, v,y R

i=1,m
‘ai _aj|7 Za] = 17m7 l #]
Proof. Let

(n) 1 P n \’ 1
Wi p. (0.) = 905 - Okp + T ( k > <n i 1> FOpv (60,5 (1 — o) + So.k)
b O

j: 7m7k7p€ Z+7

1 P n p 1 . .
(5k’»p+nk+2 ( k+1 > <n+1> g]()]) p— ko— 1] ,Z—l,m,]—O,m,k,pGZ.;.,

! . p

The sequence of operators W, : A(D) — A (D) we define as follows:

W s
Wep. i) = %

where 0y, is the Kronecker symbol and <

Elst

=2 | W s | (e e,
i=0 k=0 \ j=0p=0

where f(2) =>2" > 1o fki) (z — a;)*"®) € A(D). Then we have

- B 1 oo ’I’L—|—R_1 (Z—Clo) kflgO)Rk m oo n+ z—al)_l k flgl)
( nf)(Z)—f(ZH‘E Z( ntl > glio) +ZZ n+1 g(i)k

k=0 i=1 k=1 kT
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This shows that the operators W, are linear k-positive operators from A (D) to A (D). As

) (G2 = a0)*) = G = e+

(0)’

n+ R™1 (z—a0)>k RF
Ik

——., ke Zy,
n-+1 *

a1 k—1
(Wn) ((z—ai)_k> _ (z—ai)_k+l <n+rz (Z az) ) ﬁ,iZLm,kEN,
)

" ntl wo1Ti
therefore,
1 RF
W< N k>_ B kH <—.—— ke€Z,
H n (Z CLO) (Z CL[)) A(D)7T/17--~7T»lm7R’ - n glgo) +
HWn((Z—CLz‘)_k)_(z—ai)_kH <l'#i:1mk€]\f
Ao S T TR

and the sequence of functions W), ((z - ai)wi(k)> — (2 — a;)*'™® converges to zero in A (D)

for every i =0,m, k € Z4.
Consider the function

i=0 k=0
For this function we have
. . 1 [ (/n+R 1 (z—ap) P n+ri(z—a;)”" :
(Waf ) (2) = £ () + Z( — )+ZZ< —— ) -
k=0 i=1 k=0
= o)+ R_(f_%ﬁ;(zjai;“_m].

The latter implies (24). This completes the Proof of the Theorem 6.

3. Statistical approximation by linear operators in the space of analytic
functions.

Using the methods of the work [13], it is not difficult to obtain statistical analogues of
above theorems. Let us first recall
Definition 3 [6]. A sequence z,, is said to be statistically convergent to a number x
if for every € > 0
k<n: —z| >
lig MRS fop —zf>e}|

n—00 n

0,
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where [{k <n: |z} — x| > }| be the number of all k£ < n, for which |z — z| > e. In this

case we write st. — lim x, = x.
n—oo

Theorem 7. The sequence f, (z) statistically convergence to zero in A (D) if and
only if the coefficients of expansion

fTL (Z) — Z Z fél?k (Z o al)wz(k)
i=0 k=0
satisfy the conditions
PO < en (14 6,)F o

forany i =1, m, k€ Z, and n € N, where

st. — lim &, =0, lim 4, = 0. (25)
n—oo

n—oo

Proof. The sufficiency follows from inequality (4). We prove the necessity. Under the
terms of the theorem follows that for any 6 > 0 and ¢ > 0 the equation

. 1
tim = (k<0 1 fillaogy (s rm(reo) 2 > €| =0 (26)

n—oo n

holds. Take 6 = ¢ = ]lg , p=1,2,3,..., from (26) we will receive that, there exists a
sequence n1 < ng < ng < .... < np < ... that, if n > ny, then

1 1 1
—Rk<n: > — —. 27
! H <0 Uy (143 (112). 25 p}] <1 (27)
L I
Denote §,, = 5, En= H'fnHA(DO)v7'1(1+5k)7---77’m(1+6k)71_55k at n € np,npy1 — 1, p=1,2,3,...
From inequality (27) it follows that st. — lim &, = 0 and lim ¢, = 0. Then for k € Z,
n—oo n—oo

the equality
1

270 J |2 —ag|=R(1+6,) "

fn(2) (2 — ao)fkfl dz

=

0
I,
implies the estimate

1

L <o (14+6,)FR*

1] =

/I |=R(1+8,) " ) = a0 e
zZ—ap|= n

and for k € Z,, i = 1, m the equality

i 1 k
ffl) = fn(2)(z—a;)"dz
R 2w = (1460

implies the estimate

1

=5 <e,(1 —|—(5n)k+1 Tf'H.

£

/ fn(2)(z— a,i)k dz
|z—ai|=ri(14+6n)
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This completes the Proof of the Theorem 7.
. o0
Theorem 8. Let the sequences of positive numbers g = {{g,(j)}k . D= O,m}
satisfy the conditions (5), (6) and T}, : A (D) — A (D) be a linear operators defined as

(8). If there exist sequences €, and 6, satisfying (25) such that the inequalities (9) — (12)
holds, then for any function f € Ay (D) and for every max [lag —a;| + 1] < R' < R,

i=1,m

T <1 < R —lag —ai|, i =1,m, rj + 1} <la; —aj|, i,j = 1,m, i # j we have

st. = lim \[Tof = fllapy,ry,....rprr =0

The proof is similar to the proof of the theorem 2 with use the theorem 7.

.\ ) 00
Theorem 9. Let the sequences of positive numbers b = {{b,(j)}k o 1 =0, m} and

- oo
g = {{g,(:)}k . i = O,m} satisfy the conditions (5), (6) and T,, : A(D) — A (D) be
a linear operazors defined as (8). If there exist sequences €, and §,, satisfying (25) such
that the inequalities (16) — (18) holds, then for any function f € A, (D) and for every

mﬁ[\ao—ai\%—n] < R < R, m < 'r'g < R — ‘ao_ai’a = 1m, T‘;—{-T; < |CLZ‘—(I]'|,
i=1,m

i,j =1,m, i # j we have

st. — lim 1T f = fllawy,ot.nr e =0

The proof is similar to the proof of the theorem 3 with use the theorem 7.
- o0

Theorem 10. Let the sequences of positive numbers g = {{g,(f)}k o P = O,m}
satisfy the conditions (5), (6) and T}, : A (D) — A (D) be a sequence of linear k-positive
operators. The sequence T, f (z) statistically tends to f(z) in A (D) for each function
f € Ay (D) if and only if

st.— lim Tphy, (2) = hy (2)
n—oo

in A(D) for v =0, 1, 2, where h, (z) defined in (22).
The proof is similar to the proof of the theorem 4 with use the theorem 7 and 8.

Theorem 11. Let the sequences of positive numbers b = {{b,(;)}zo . :1=0, m} and
g = {{g’(j)}:o S O,m} satisfy the conditions (5), (6) and T;, : A(D) — A(D) be a

sequence of linear k-positive operators. The sequence T, f (z) statistically tends to f(2)
in A (D) for each function f € A, (D) if and only if

st.— lim T,H, (z) = H, (2)
n—oo

in A(D) for v =0, 1, 2, where H, (z) defined in (23).
The proof is similar to the proof of the theorem 5 with use the theorems 7 and 9.
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