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On One Inverse Problem

N.A. Aliyev, Y.Y. Mustafayeva, R.F. Efendiev

Abstract. The stated paper is dedicated to one of the inverse problems of spectral theory. It is
necessary to define matrix (constant) coefficients of some quadratic pencil , if the eigenvalues of
this pencil are known.
Furthermore, it is known that these eigenvalues are complex valued and besides that they contain
their conjugate ones.
As is known, it is a problem of one company. We shall approach this problem on some restrictions.
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1. Introduction

We are starting from spectral theory of finite-dimensional space, i.e. from spectral
theory of quadratic symmetric matrices [1]. So, let

A =


a11 a12 ... a1n
a21 a22 ... a2n
... ... ... ...
an1 an2 ... ann


be a quadratic matrix of n-th order, aij ∈ R and aij = aij , i 6= j, i.e. A′ = A where A′ is
a transposed matrix. Let us define eigenvalues and eigenvectors of the matrix A.
Let us consider a system of linear algebraic equations

Ax = λx

or
(A− λI)x = 0 (1)

whereI is a unit matrix of n-th order. As is known, for the existence of nontrivial solution
of system (1) the parameter λmust satisfy the following equation (2):

det (A− λI) = |A− λI| = 0 (2)
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as|A− λI| is a polynomial of power n with respect to λ . Let us assume that the roots of
equation (2) are real-valued and different, i.e.

λk ∈ R, k = 1, n ; λk 6= λm, k 6= m, k.m = 1, n. (3)

Now we shall define the eigenvectors of the matrix A corresponding the eigenvalues λk.
For this we replace λwith λk in the system of linear algebraic equations (1) and solving
we get

X(k) = (Agk1 , Agk2, ..., Agkn)′, k = 1, n , (4)

where an element Agkj , j = 1, n , of the column X(k) is a cofactor of the element at the
intersection of the gk-th row and j-th column of the determinant |A− λI| and gk is the
number of such a row for which the cofactors of all its elements don’t turn into a zero.
Thus, the eigenvector of system (1), or the matrix A, corresponding to the eigenvalue λk
is built in the form of (4). Indeed, if in system (1) to replace the parameter λ with λk and
the vector-column X with the eigenvector X(k) in the form (4) then we have

a11 − λk a12 ... a1n
a21 a22 − λk ... a2n
... ... ... ...
an1 an2 ... ann − λk




Agk1

Agk2

...
Agkn

 = 0. (5)

The validity of (5) follows from that if to select gk-th row of the matrix then the product
of this row with the column gives us the determinant |A− λI| which turns into zero as λk
is a zero of the determinant (2). And what relates to the product of each left row by the
vector-column then their turning into zero follows from the properties of determinants.
Now let us reduce the vector-column (4) to the normal form, i.e.

x(k) =
X(k)∥∥X(k)

∥∥ =

(
Agk1∥∥X(k)

∥∥ , Agk2∥∥X(k)
∥∥ , ..., Agkn∥∥X(k)

∥∥
)′

, k = 1, n , (6)

As is known, if to multiply a row by a column of the same size then we’ll get a scalar (it
is a scalar product of vectors).
If to multiply a column by a row then we’ll get a matrix, i.e.

(a1, a2, ..., an)
′
(b1, b2, ..., bm) =

=


a1b1 a1b2 ... a1bm
a2b1 a2b2 ... a2bm
... ... ... ...
anb1 anb2 ... anbm


having size n×m.
Then on the basis of (6) we build the following matrix-projectors (operators):

Pi = x(i) · x(i)′ , i = 1, n , (7)
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having the form of a square matrix of order n. Taking into account that the eigen vectors
(6) are normal we have:

x(i)
′ · x(j) = δij =

{
0 , i 6= j,
1 , i = j. (8)

So,

Pi · Pi = x(i) · x(i)′ · x(i) · x(i)′ = x(i) ·
[
x(i)

′ · x(i)
]
· x(i)′ = x(i) · x(i)′ = Pi,

i.e.
Pi

2 = Pi

and
Pi · Pj = x(i) · x(i)′ · x(j) · x(j)′ = x(i) ·

[
x(i)

′ · x(j)
]
· x(j)′ = 0, i 6= j. (9)

Let y is an arbitrary vector from the domain of definition of problem (1). Then expanding
it by basis (6) we have:

y =

n∑
i=1

yi x
(i), (10)

whereyi are constant coefficients.
Taking into account that

n∑
i=1

yi x
(i) =

n∑
i=1

x(i)yi ,

the constants yi can be represented in the form:

yi = x(i)
′
y, i = 1, n. (11)

Then on the basis of the equality

P =

n∑
i=1

Pi, (12)

we have

P y =
n∑

i=1

Pi y =
n∑

i=1

x(i) · x(i)′y =
n∑

i=1

x(i)yi =
n∑

i=1

yix
(i) = y,

i.e.

P =
n∑

i=1

Pi = I, (13)

whereI is a unit matrix of the n-th order.
Now it is easy to see that

n∑
i=1

λi Pi =
n∑

i=1

λi x
(i) · x(i)′ =

n∑
i=1

(
λi x

(i)
)
· x(i)′ . (14)
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As λi is an eigenvalue of the matrix A and x(i) is the corresponding eigenvector then from
(1) we get

λix
(i) = Ax(i) , i = 1, n.

Then from (14) we have

n∑
i=1

λi Pi =
n∑

i=1

Ax(i) · x(i)′ = A
n∑

i=1

x(i) · x(i)′ = A
n∑

i=1

Pi = A · I = A.

Thus, we have obtained a spectral expansion for a real-valued symmetric matrix, i.e.
spectral expansion of a self-adjoint operator:

A =
n∑

i=1

λi Pi. (15)

Consequently, we can easily see that for any natural number k we have

Ak =

n∑
i=1

λi
k Pi. (16)

Therefore, we have proved the following statement:

Theorem. For any real-valued finite-dimensional symmetric matrix A with different real-
valued eigenvalues there hold true relationships (16).

Now we start a new stage of this work. Let a quadratic pencil have the form:

P (λ) = λ2M + λC +K, (17)

where

C = C(α) = C0 +
n∑

i=1

αiCi , (18)

K = K(β) = K0 +

n∑
i=1

βiKi , (19)

α = (α1, α2, ..., αn) ∈ Rn, β = (β1, β2, ..., βn) ∈ Rn,

M, Ci, Kiare real-valued symmetric matrices of n-th order. {λ1, λ2, ..., λ2n}are complex-
valued eigenvalues of a quadratic pencil (17) where each eigenvalue is included with its
conjugate , i.e.

λ1(α, β), λ1(α, β), λ2(α, β), λ2(α, β), , ..., λn(α, β), λn(α, β) (20)

are eigenvalues of the quadratic pencil (17). Thus, the set (20) is a set of the roots of the
equation

det P (λ) = det((λ2M + λC +K) = 0. (21)
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we suggest that λk(α, β), k = 1, n, are distinct, i.e.

λk(α, β) 6= λm(α, β), if m 6= k, m, k = 1, n. (22)

Then suggesting that
C0 = 0, K0 = 0,

αi, i = 1, n, (αi ∈ R), can be taken as eigenvalues of the matrix C(α), and matrices
Cias the projectors of the matrix C(α) correspond to the eigenvalue αi. Similarly, βi, i =
1, n, (βi ∈ R), can be taken as eigenvalues of the matrix K(β), and matrices Ki as the
projectors of the matrix K(β)correspond to the eigenvalue βi.

If αi and βi, i = 1, n , are known then λk, λk, k = 1, n, are defined from the equation
(21).

Now we suggest that set (20) is known and condition (22) holds true. The elements of
set (20) are eigenvalues of a quadratic pencil (17).

Let matrix M be non-degenerated, i.e.

detM 6= 0. (23)

Then from (17) we obtain that

P̃ (λ) = M−1P (λ) = λ2I + λC̃ + K̃ (24)

where
C̃ = M−1C, K̃ = M−1K. (25)

Suggesting that C̃ and K̃ are commutative matrices, i.e.

C̃K̃ = K̃C̃. (26)

Then their eigenvectors coincide [2]-[4], so coincide their projectors and the orthogonal
matrix which reduces them to diagonal form.
Let α̃i,∈ R i = 1, n, , be eigenvalues of the matrix C̃ and β̃i ∈ R, i = 1, n, be eigenval-
ues of the matrix K̃. Let us designate the normed eigenvectors corresponding to these
eigenvalues as z̃i. Then from (26) we have

C̃K̃z̃i = K̃C̃z̃i. (27)

Taking into account that
K̃z̃i=β̃iz̃i and C̃z̃i=α̃iz̃i,
from (27) we obtain:

C̃β̃iz̃i = K̃α̃iz̃i

or
β̃iC̃z̃i = α̃iK̃z̃i

or we come to the identity
β̃iα̃iz̃i = α̃iβ̃iz̃i.
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Then designating the projectors of the matrices C̃and K̃as

P̃1 , P̃2 , ..., P̃n (28)

we get

C̃ =
n∑

i=1

α̃iP̃i, (29)

K̃ =
n∑

i=1

β̃iP̃i, (30)

and

I =
n∑

i=1

P̃i. (31)

Taking into account (29)-(31), we find from (24) the following:

P̃ (λ) =

n∑
i=1

(λ2 + α̃iλ+ β̃i)P̃i. (32)

From the obtained expression (32) it follows that the eigenvalues of the quadratic pencil
are obtained from the equation:

λ2 + α̃iλ+ β̃i = 0, i = 1, n , (33)

for which α̃i ∈ R, β̃i ∈ R, i = 1, n , and λk ∈ C, k = 1, n ,−α̃i = λi + λi , β̃i = λi · λi ,
i = 1, n .
By these relationships there is established the connection between the values of α̃i, β̃i and
λi.
Now we’ll consider the inverse problem.
Let us be given a set (20) satisfying conditions (22).
Then we build real-valued numbers α̃iand β̃i, i = 1, n , as follows:

α̃i = −(λi + λi) , β̃i = λi · λi , i = 1, n .

After that the numbers α̃iand β̃i, i = 1, n , are defined, the matrices C̃and K̃will be
defined by means of (29) and (30).
For this it is necessary to find projectors. Taking into account that each projector is
one-dimensional (i.e. the rank of the projector is unit), they can be taken in the form

P̃k =



0 . . . . . 0
0 . . . . . 0
. . . . . . .
0 . 0 1 0 . 0
. . . . . . .
0 0 . . . . 0

.

 ← k − th row

↑
k − th column
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Remark. Matrices C̃and K̃can be obtained from the diagonal matrices α̃1 .. 0
.. . ..
0 ... α̃n

and

 β̃1 .. 0
.. . ..

0 ... β̃n


by means of any orthogonal matrix.
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