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#### Abstract

In the paper it is proved existence and uniqeness of the fundamental solution of Cauchy and Gourset problem with measurable and bounded coefficients for one type of hyperbolic equation of second order and integral representation of the considered problem was found by using it.
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## 1. Introduction

In this paper, for a second order, hyperbolic equation we study a problem stated on lines consisting of finitely many characteristic and non-characteristic pieces. Thus problem includes both the Cauchy problem and the Goursat problem, as a special case for a second order hyperbolic equation.

Under very weak constraints as boundedness and summability on the coefficients for this problem, we introduce the notion of $\theta$ fundamental solution that in a natural way generalizes the notion of the Riemann function to the case of second-order hyperbolic equations with nonsmooth coefficients and allows to find integral representation of the solution of an inhomogeneous problem. The concept of a $\theta$ fundamental solution was first introduced in the general case in [1] by S.S.Akhiyev. Furthermore, be have found sufficient conditions under which this problem is everywhere well-defined solvable together with its coujugated system and there exists a unique $\theta$ fundamental solution. This problem includes as a particular case the Cauchu problem and the Goursat problem $[2,3]$.

## 2. Problem statement

On a rectangular $G=G_{1} \times G_{2}, G_{1}=\left(x_{0}, x_{1}\right), G_{2}=\left(y_{0}, y_{1}\right)$ of the plane $X 0 Y$ we consider a continuous line $\Gamma$ located on $\bar{G}$, connecting the points ( $x_{0}, y_{1}$ ) and ( $x_{1}, y_{0}$ ), and satisfying the following conditions: with all the straight lines of the form $x=\alpha=$ const and $y=\beta=\operatorname{const}\left(\alpha \in \bar{G}_{1}, \beta \in \bar{G}_{2}\right)$ the line $\Gamma$ has a single point of intersection with
the possible exception of finitely many lines $x=\alpha_{k}, k=1,2, \ldots, N_{1}$ and $y=\beta_{k}, k=$ $1,2, \ldots, N_{2},\left(\alpha_{k} \in \bar{G}_{1}, \beta_{k} \in \bar{G}_{2}\right)$, with which $\Gamma$ may intersect along some segments. We call any such line a monotone line. We will consider monotone lines that can be determined as a union

$$
\left\{\left.\left(x, S_{\Gamma}(x)\right)\right|^{\prime} x \in \bar{G}_{1}\right\} \quad U \quad\left\{\left.\left(\nu_{\Gamma}(y), y\right)\right|^{\prime} y \in \bar{G}_{2}\right\}
$$

graphs of some pair of monotonically non-increasing function $y=S_{\Gamma}(x)$ and $x=\nu_{\Gamma}(y)$ being continuous on $\bar{G}_{1}$ and $\bar{G}_{2}$, with the possible exception of finitely many points $x=$ $\alpha_{k} \in \bar{G}_{2}, k=1,2, \ldots, N_{1}$ and $y=\beta_{k} \in \bar{G}_{2}, k=1,2, \ldots, N_{2}$, in which they may have discontinuities of the first kind (in discontinuity points their values are considered equal to one of the limits at that point on the right or left). This time the function $x=\nu_{\Gamma}(y)$ can be considered as a generalized inverse function for the function $y=S_{\Gamma}(x)$ and vice versa.

Such monotone lines, in particular, can be composed as a union of finitely many pieces of straight lines parallel to coordinate axes.

Let $W_{p}^{(1,1)}(G), 1 \leq p \leq \infty$ be we a space of all $u \in L_{p}(G)$ with S.L.Sobolev generalized derivatives $D_{x}^{i} D_{y}^{j} u \in L_{p}(G), i, j=0,1$, where $D_{z}=\frac{\partial}{\partial z}$. The space $W_{p}^{(1,1)}(G)$ is a Banach space in the norm

$$
\|u\|_{W_{p}^{(1,1)}(G)}=\sum_{i, j=0}^{1}\left\|D_{x}^{i} D_{y}^{j} u\right\|_{L_{p}(G)} .
$$

Let us consider the equation

$$
\begin{align*}
& \left(L^{0} u\right)(x, y)=u_{x y}(x, y)+a_{1,0}(x, y) u_{x}(x, y)+ \\
& +a_{0,1}(x, y) u_{y}(x, y)+a_{0,0}(x, y) u(x, y)=\varphi^{0}(x, y), \quad(x, y) \in G \tag{1}
\end{align*}
$$

where $\varphi^{0} \in L_{p}(G)$
Let $a_{i, j}(x, y)$ be measurable on $G$ and there exist such functions $a_{1,0}^{0} \in L_{p}\left(G_{-2}\right)$, $a_{0,1}^{0} \in L_{p}\left(G_{-1}\right)$ that $\left|a_{1,0}(x, y)\right| \leq a_{1,0}^{0}(y),\left|a_{0,1}(x, y)\right| \leq a_{0,1}^{0}(x), a_{0,0} \in L_{p}(G)$.

Under the imposed conditions, the operator $L^{0}$ of the equation (1) acts from $W_{p}^{(1,1)}(G)$ to $L_{p}(G)$ and is bounded. On some monotone line $\Gamma$ for the equation (1) we give the conditions

$$
\begin{gather*}
\left.\left(L_{1} u\right)(x) \equiv u_{x}(x, y)\right|_{y=S_{\Gamma}(x)}=\varphi_{1}(x), x \in G_{1} \\
\left.\left(L_{2} u\right)(y) \equiv u_{y}(x, y)\right|_{y=\nu_{\Gamma}(y)}=\varphi_{2}(y), y \in G_{2}  \tag{2}\\
L_{0} u \equiv u\left(x_{0}, y_{1}\right)=\varphi_{0},
\end{gather*}
$$

where $\varphi_{1} \in L_{p}\left(G_{1}\right), \varphi_{2} \in L_{p}\left(G_{2}\right)$ and $\varphi_{0} \in R$ are the given elements.
The operations of taking the traces are continuous from $L_{1}, L_{2}, L_{0} W_{p}^{(1,1)}\left(G_{1}\right)$ to $L_{p}\left(G_{1}\right), L_{p}\left(G_{2}\right), R$, respectively. Therefore, the operator $L=\left(L_{0}, L_{1}, L_{2}, L^{0}\right)$ of problem (1), (2) acts from $W_{p}^{(1,1)}(G)$ to $E_{p}^{\left(1^{‘}, 1\right)}=R \times L_{p}\left(G_{1}\right) \times L_{p}\left(G_{2}\right) \times L_{p}(G)$ and is bounded.

We can write the problem (1), (2) also in the from of the equivalent operator equation

$$
\begin{equation*}
L u=\varphi, \tag{3}
\end{equation*}
$$

where $\varphi=\left(\varphi_{0}, \varphi_{1}, \varphi_{2}, \varphi^{0}\right) \in E_{p}^{(1,1)}$.
We will call the solution of problem (1), (2) the function $u \in W_{p}^{(1,1)}(G)$ for which the equality (1) is fulfilled almost everywhere on G, the first and second equality from (2) almost everywhere on $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$, and also the third equality from (2) in the usual sense.

We call problem (1), (2) a Cauchy and Goursat type problem. If $\Gamma=$ $\left\{(x, \gamma(x)) \mid x \in \bar{G}_{1}\right\}$, the problem (1), (2) is equivalent to the Cauchy problem of classic form, where $\gamma(x)$ is a continuously differentiable function on $\bar{G}_{1}$ $\gamma^{\prime}(x)<0, \gamma\left(x_{0}\right)=y_{1}, \gamma\left(x_{1}\right)=y_{0}$ (in this case the line $\Gamma$ is non-characteristic).

If

$$
\Gamma=\left\{(x, y) \mid y=S_{\Gamma}(x)=y_{0}, x \in\left[x_{0}, x_{1}\right]\right\} U\left\{(x, y) \mid x=\nu_{\Gamma}(y)=x_{0}, y \in\left[y_{0}, y_{1}\right]\right\}
$$

or

$$
\Gamma=\left\{(x, y) \mid y=S_{\Gamma}(x)=y_{1}, x \in\left[x_{0}, x_{1}\right]\right\} U\left\{(x, y) \mid x=\nu_{\Gamma}(y)=x_{1}, y \in\left[y_{0}, y_{1}\right]\right\},
$$

the problem (1),(2) is equivalent to the Goursat problem of classic form (in this case $\Gamma$ is a characteristic line) In this sense, the problem (1), (2) includes the Cauchy and Goursat problem as a special case.
If the problem (1), (2) for any $\varphi \in E_{p}^{(1,1)}$ has a unique solution $u \in W_{p}^{(1,1)}(G)$ and this time

$$
\|u\|_{W_{p}^{(1,1)}}(G) \leq M\|\varphi\|_{E_{p}^{(1,1)}},
$$

where $\|\varphi\|_{E_{p}^{(1,1)}}=\left|\varphi_{0}\right|+\left\|\varphi_{1}\right\|_{L_{p}\left(G_{1}\right)}+\left\|\varphi_{2}\right\|_{L_{p}\left(G_{2}\right)}+\left\|\varphi^{0}\right\|_{L_{p}(G)}$
and $M$ is positive constant independent of $\varphi$, we say that problem (1), (2) is everywhere well-defined solvable.

Note that everywhere well-defined solvability of problem (1) (2) is equivalent to the fact that its operator $L$ has a bounded inverse $L^{-1}$ determined on $E_{p}^{(1,1)}$.

## 3. Constracting an adjoint operator

For the operator $L$ of the problem (1), (2) we find an explicit form of the conjugated operator $L^{*}$.

Let us take some functional $f \in E_{q}^{(1,1)}, \frac{1}{p}+\frac{1}{q}=1$ bounded on $E_{p}^{(1,1)}$. Then $f$ is of the form $f=\left(f_{0}, f_{1}(x), f_{2}(x), f^{0}(x, y)\right)$, (1) where $f_{1} \in L_{q}\left(G_{1}\right), f_{2} \in L_{q}\left(G_{2}\right), f^{0} \in L_{p}$ and by the definition we have:

$$
\begin{align*}
& f(L u)=u\left(x_{0}, y_{1}\right) f_{0}+\int_{G_{1}} D_{1} u\left(x, S_{\Gamma}(x)\right) f_{1}(x) d x+  \tag{4}\\
& +\int_{G_{2}} D_{2} u\left(\nu_{\Gamma}(y), y\right) f_{2}(y) d y+\iint_{G}\left(L^{0} u\right)(x, y) f^{0}(x, y) d x d y
\end{align*}
$$

Taking into account here the expression of the operator $L^{0}$ from (1), we reduce the right hand side of the equality (4) to the form

$$
\begin{align*}
& f(L u)=\left(V_{0} f\right) \cdot u\left(x_{1}, y_{1}\right)+\int_{G_{1}}\left(V_{1} f\right)(x) D_{1} u\left(x, y_{1}\right)+ \\
& +\int_{G_{2}}\left(V_{2} f\right)(y) D_{2} u\left(x_{1}, y\right) d y+\iint_{G}\left(V^{0} f\right)(x, y) D_{1} D_{2} u(x, y) d x d y, \tag{5}
\end{align*}
$$

where

$$
\begin{gather*}
V_{0} f=f_{0}+\iint_{G} a_{0,0}(x, y) f^{0}(x, y) d x d y \\
\left(V_{1} f\right)(\tau)=f_{1}(\tau)-\iint_{G} \theta(\tau-x) f^{0}(x, y) a_{0,0}(x, y) d x d y+ \\
+\int_{G_{2}} f^{0}(\tau, y) a_{1,0}(\tau, y) d y-f_{0}, \tau \in G_{1} \\
\left(V_{2} f\right)(\xi)=f_{2}(\xi)-\iint_{G} \theta(\xi-y) a_{0,0}(x, y) f^{0}(x, y) d x d y+ \\
\quad+\int_{G_{1}} a_{0,1}(x, \xi) f^{0}(x, \xi) d x, \xi \in G_{2}  \tag{6}\\
\left(V^{0} f\right)(\tau, \xi)=f^{0}(\tau, \xi)-\theta\left(\xi-S_{\Gamma}(\tau)\right) f_{1}(\tau)- \\
-\theta\left(\tau-\nu_{\Gamma}(\xi) f_{2}(\xi)\right)+\iint_{G} \theta(\tau-x)-(\xi-y) a_{0,0}(x, y) f^{0}(x, y) d x
\end{gather*}
$$

where $\theta(t)$ is a Heaviside function on R .
Comparing equalities (4), (5) and taking into account general form of linear bounded functionals on $W_{p}^{(1,1)}(G)$ (see [1]), we obtain that $L$ has a conjugated $L^{*}$ that acts to $E_{q}^{(1,1)}$, is bounded and is of the form $L^{*}=\left(V_{0}, V_{1}, V_{2}, V^{0}\right)$, where the operators $V_{0}, V_{1}, V_{2}, V^{0}$ are determined by means of the equalities (5). Hence, it follows that the equation

$$
\begin{equation*}
L^{*} f=\psi \tag{7}
\end{equation*}
$$

conjugated to the problem (1),(2), i.e. to the equation (3) can be written in the form of equivalent system of equations

$$
\left\{\begin{array}{l}
V_{0} f=\psi_{0}  \tag{8}\\
\left(V_{1} f\right)(x)=\psi_{1}(x), x \in G_{1} \\
\left(V_{2} f\right)(y)=\psi_{2}(y), y \in G_{2} \\
\left(V^{0} f\right)(x, y)=\psi^{o}(x, y),(x, y) \in G
\end{array}\right.
$$

where $\left(\psi_{0}, \psi_{1}, \psi_{2}, \psi^{0}\right) \in E_{q}^{(1,1)}$ is the given, $f=\left(f_{0}, f_{1}, f_{2}, f^{0}\right) \in E_{q}^{(1,1)}$ are the desired elements.

## 4. Existence and uniqueness of the solution of problem (1), (2) and its adjoint system

Let us consider the fourth equation of the system (8) first on the domain $G^{+}=$ $\left\{(x, y) \mid y>S_{\Gamma}(x), x \in G_{1}\right\}_{1}$. Then we can reduce the fourth equation of the system (8)
to the form

$$
\begin{align*}
& \left(N_{\left(x_{1}, y_{1}\right)} f^{0}\right)(\tau, \xi) \equiv f^{0}(\tau, \xi)+\int_{\tau}^{x_{1}} \int_{\xi}^{y_{1}} a_{0,0}(x, y) f^{0}(x, y) d x d y+ \\
& +\int_{\xi_{1} y_{1}} a_{1,0}(\delta, y) f^{0}(\tau, y) d y+\int_{\tau}^{x_{1}} a_{0,1}(x, \xi) f^{0}(x, \xi) d x  \tag{9}\\
& =\hat{\psi}(\tau, \xi) \equiv \psi^{0}(\tau, \xi)+\psi_{1}(\tau)+\psi_{2}(\xi)+\psi_{0},(\tau, \xi) \in G^{+}
\end{align*}
$$

But if $(\tau, \xi) \in G^{-}=G / G^{+}$, then

$$
\theta\left(\xi-S_{\Gamma}(\tau)\right)=\theta\left(\tau-\nu_{\Gamma}(\xi)\right)=0
$$

Therefore, on $G^{-}$the fourth equation of the system (8) will take the form

$$
\begin{equation*}
\left(N_{\left(x_{0}, y_{0}\right)} f^{0}\right)(\tau, \xi)=\varphi^{0}(\tau, \xi),(\tau, \xi) \in G^{-} \tag{10}
\end{equation*}
$$

The operators $N_{\left(x_{1}, y_{1}\right)}$ and $N_{\left(x_{0}, y_{0}\right)}$ are bounded operators acting in the spaces $L_{q}\left(G^{+}\right)$and $L_{q}\left(G^{-}\right)$, respectively. Furthermore, $N_{\left(x_{1}, y_{1}\right)} u N_{\left(x_{0}, y_{0}\right)}$ are Volterra operators in negative and positive directions of variables $\tau$, $\xi$, respectively. Using this we can show that each of these equations (9) and (10) has a unique solution $f_{+}^{0} \in L_{q}\left(G^{+}\right)$and $f_{-}^{0} \in L_{q}\left(G^{-}\right)$

This shows that the solution of the system (8) is equivalent to the solution of the pair of independent equations (9) and (10) having unique solutions $f_{+}^{0}$ and $f_{-}^{0}$. The inverse is also valid in the sense that if $f_{+}^{0} \in L_{q}\left(G^{+}\right)$and $f_{-}^{0} \in L_{q}\left(G^{-}\right)$are the solution of the equations (9) and (10), the function $f^{0}(\tau, \xi)=f_{ \pm}(\tau, \xi),(\tau, \xi) \in G^{ \pm}$determines some solution $f=\left(f_{0}, f_{1}(\tau), f_{2}(\xi), f^{0}(\tau, \xi)\right)$ of the system (8) from $E_{q}^{(1,1)}$. Hence it follows that the system (8) for any $\psi \in E_{q}^{(1,1)}$ has a unique solution $f \in E_{q}^{(1,1)}$. Applying the Banach theorem, we obtain that $L^{*}$ has a bounded inverse $\left(L^{*}\right)^{-1}$ acting to $E_{q}^{(1,1)}$. Since $\left(L^{*}\right)^{-1}$ is bounded, then $L$ has a bounded inverse $L^{-1}$ determined on $E_{q}^{(1,1)}$. Thus, we proved

## 5. Existence and uniqueness of $\theta$ fundamental solution and representation of the solution

Theorem 5.1. The problem (1), (2) and its conjugated system (8) are unconditionally everywhere well-defined solvable.

Now for each fixed point $(x, y) \in \bar{G}$ we consider the system of equations

$$
\begin{align*}
& V_{0} f=1 ;(v, f)(\tau)=-\theta(\tau-x), \tau \in G_{1} ; \\
& \left(V_{2} f\right)(\xi)=-\theta(\xi-y), \xi \in G_{2} ;  \tag{11}\\
& \left(V^{0} f\right)(\tau, \xi)=\theta(\tau-x) \theta(\xi-y),(\tau, \xi) \in G,
\end{align*}
$$

where $f=\left(f_{0}, f_{1}(\tau), f_{2}(\xi), f^{0}(\tau, \xi)\right)$ is the desired four from $E_{q}^{(1,1)}$, while $(x, y) \in \bar{G}$ is a fixed point.

If the system for each fixed point $(x, y) \in \bar{G}$ has at least one solution $f(x, y)=$ $\left(f_{0}(x, y), f_{1}(., x, y), f_{2}(., x, y), f^{0}(., x, y)\right) \in E_{q}$, we call this solution the $\theta$ - fundamental solution of problem (1), (2).

Theorem 5.2. Problem (1), (2) has a unique $\theta$ fundamental solution
$f(x, y)=\left(f_{0}(x, y), f_{1}(\tau, x, y), f_{2}(\xi, x, y), f^{0}(\tau, \xi, x, y)\right)$ from $E_{q}^{(1,1)}$ and this time the solution $u \in W_{p}^{(1,1)}(G)$ of problem (1), (2) is represented in the form

$$
\begin{align*}
& u(x, y)=f_{0}(x, y) \varphi_{0}+\int_{G_{1}} f_{1}(\tau, x, y) \varphi_{1}(\tau) d \tau+  \tag{12}\\
& +\int_{G_{2}} f_{2}(\xi, x, y) \varphi_{2}(\xi) d \xi+\iint_{G} f^{0}(\tau, \xi, x, y) \varphi^{0}(\tau, \xi) d \tau d \xi
\end{align*}
$$

Proof. According to Theorem 1, system (8) for any right-hand side of $\psi \in E_{q}$ has a unique solution $f \in E_{q}$. Therefore, the system (11) has a unique solution $f(x, y) \in E_{q}$. The existence and uniqueness of the $\theta$-fundamental solution is proved. To prove equality (12), it suffices to compare the right-hand sides of equalities (11) on the solutions $u \in$ $W_{p}^{(1,1)}(G)$ and $f(x, y) \in E_{q}^{(1,1)}$ of problem (1) (2) and system (11).

The theorem is proved.

## 6. Optimally can L.S. Pontraqinin maximum principia

Let as consider an optimal control problem: to minimize the functional

$$
\begin{equation*}
S(\hat{v})=\phi\left(u\left(x_{0}, y_{0}\right)\right) \tag{13}
\end{equation*}
$$

on the solutions $u \in W_{p}^{(1,1)}(G)$ of the equation

$$
\begin{align*}
& \left(L^{0} u\right) \equiv u_{x y}(x, y)+a_{1,0}(x, y) u_{x}(x, y)+a_{0,1}(x, y) u y(x, y)+ \\
& +a_{0,0}(x, y) u(x, y)=\varphi^{0}(x, y, v(x, y)),(x, y) \in G \tag{14}
\end{align*}
$$

satisfying the following conditions

$$
\begin{align*}
& \left.\left(L_{1} u\right)(x) \equiv u_{k}(x, y)\right|_{y=s_{\Gamma}(x)}=\varphi_{1}\left(x, v_{1}(x)\right), x \in G_{1} \\
& \left.\left(L_{2} u\right)(y) \equiv u_{y}(x, y)\right|_{x=\gamma_{\Gamma}(y)}=\varphi_{2}\left(y, v_{2}(y)\right), y \in G_{2} \\
& L_{0} u=u\left(x_{0}, y_{1}\right)=\varphi_{0}\left(v_{0}\right) ; \\
& G=G_{1} \times G_{2}=\left(x_{0}, h_{1}\right) \times\left(y_{0}, h_{2}\right),  \tag{15}\\
& \varphi(x, y, v), \varphi_{1}\left(x_{1}, v_{1}\right), \varphi_{2}\left(x_{2}, v_{2}\right) \text { and } u \varphi_{0}\left(v_{0}\right)
\end{align*}
$$

The given functions determined on

$$
\begin{gathered}
G \times R^{r}, G_{1} \times R^{r_{1}}, G_{2} \times R^{r_{2}} 8 R^{r_{0}} ; v(x, y)= \\
=\left(v_{1}(x, y), v_{2}(x, y), \ldots, v_{r}(x, y)\right), v_{1}(x)= \\
\left(v_{11}(x), v_{12}(x), \ldots, v_{1 r_{1}}(x)\right), v_{2}(y)=\left(v_{21}(y), v_{22}(y), \ldots, v_{2 r_{2}}(y)\right)
\end{gathered}
$$

are control functions, while $v_{0}=\left(v_{01}, v_{02}, \ldots, v_{0 r_{0}}\right)$ is a control vector.
We call the four of vectors $\left(v(x, y), v_{1}(x), . v_{2}(y), v_{0}\right)$ admissible control if $v(x, y), v_{1}(x), . v_{2}(y)$ are measurable bounded functions with the values from some given sets $V \subset R^{r}, V_{1} \subset R^{r_{1}}, V_{2} \subset R^{r_{2}}$.

$$
\begin{aligned}
& \left(v(x, y) \in V, v_{1}(x) \in V_{1}, v_{2}(y) \in V_{2}\right) U v_{0} \in \quad \in \quad V_{0} \subset R^{r_{0}} \quad V_{1} \subset \\
& \left(v(x, y) \in V, v_{1}(x) \in R_{1}, v_{2}(y) \in V_{2}\right) \text { and } v_{0} \in V_{0} \subset R^{r_{0}}
\end{aligned}
$$

Assume that $\varphi(x, y, v), \varphi_{1}\left(x_{1}, v_{1}\right), \varphi_{2}\left(x_{2}, v_{2}\right)$ on $G \times R^{r}, G_{1} \times R^{r_{1}} R^{r_{2}}$ and $G_{2} \times R^{r_{2}}$ satisfy the Caratheodory conditions and for any $\ell>0$ there exist such functions $\varphi_{e}^{0} \in$ $L_{p}(G), \varphi_{1, \ell}^{0} \in L_{p}\left(G_{1}\right)$ and $\varphi_{2, \ell}^{0} \in L_{p}\left(G_{2}\right)$ that $|\varphi(x, y, v)| \leq \varphi_{\ell}^{0}(x, y),\left|\varphi_{1}\left(x, v_{1}\right)\right| \leq$ $\varphi_{1, \ell}^{0}(x)$ and $\left|\varphi_{2}\left(y, v_{2}\right)\right| \leq \varphi_{2, \ell}^{0}(y)$ almost for all $x \in G$ and for all $\|v\| \leq \ell,\left\|v_{1}\right\| \leq$ $\ell_{1} u\left\|v_{2}\right\| \leq \ell_{2}$. Furthermore, $\varphi_{0}(v)$ is continuous on $R_{0}^{r}$.

Under the conditions of the theorem, problem (14), (15) for any admissible control $\left(v(x, y), v_{1}(x), v_{2}(y), v_{0}\right)$ has a unique solution and $u \in W_{p}^{(1,1)}(G)$. Therefore, we can consider the problem of minimizing the functional (13) on the set of solutions to equation (14) that satisfy the given conditions (15).

Here it is assumed that $\phi(u)$ is continuous together with the derivative $\phi_{u}(u)$.
Assume

$$
\begin{gathered}
H(\tau, \zeta, \lambda, v)=\lambda \varphi(\tau, \zeta, v), H_{1}\left(\tau, \lambda_{1}, v_{1}\right)=\lambda_{1} H_{1}(\tau, v) \\
H_{2}\left(\zeta, \lambda_{2}, v_{2}\right)=\lambda_{2} H_{2}\left(\zeta, v_{2}\right)
\end{gathered}
$$

and $H_{0}\left(\lambda_{0}, v_{0}\right)=\lambda_{0} \varphi_{0}\left(v_{0}\right)$; where $\lambda, \lambda_{1}, \lambda_{2} u \lambda_{0}$ are determined as the solution of the system of equations.

Theorem 6.1. For the optimality of the admissible control $\hat{v}=$ $\left(v(x, y), v_{1}(x), v_{2}(y), v_{0}\right)$, it is necessary, and in the case when $\phi^{0}(u)$ is a convex function, it is sufficient that the following conditions be fulfilled.

$$
\begin{aligned}
& \max _{v \in V} H(\tau, \zeta, \lambda(\tau, \zeta) v)=H(\tau, \zeta, \lambda(\tau, \zeta), v(\tau, \zeta)), \\
& \max _{v_{1} \in V_{1}} H_{1}\left(\tau, \lambda_{1}(\tau), v_{1}\right)=H\left(\tau, \lambda(\tau), v_{1}(\tau)\right), \\
& \max _{v_{2} \in V_{2}} H_{2}\left(\zeta, \lambda_{2}(\zeta), v_{2}\right)=H\left(\zeta, \lambda_{2}(\zeta), v_{2}(\zeta)\right), \\
& \max _{\mu \in V_{0}} H_{0}\left(\lambda_{0}, \mu\right)=H_{0}\left(\lambda_{0}, v_{0}\right) .
\end{aligned}
$$

We call the totality of these conditions the L.S. Pontryagin maximum principle. Various special cases were earlier considered in works $[2,3,4]$. The application of the $\theta$ fundamental solution to optimal controls have been studied in the papers $[5,6,7,8]$ as well.
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