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On Solvability Of One Boundary Value Problem
For Laplace Equation in Banach-Hardy Classes
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Abstract. In this paper we consider the Dirichlet problem for the Laplace equation
in Hardy classes generated by an additive-invariant Banach function space on the unit
circle. It is shown that the classical Dirichlet problem for the Laplace equation has a
unique solution for every boundary function from the considered space. It is considered
a boundary problem for the Laplace equation with oblique derivatives in the Hardy
classes generated by separable subspaces of rearrangement-invariant spaces in which the
infinitely differentiable functions are dense. Noetherness of this problem is established
and the index of this problem is calculated.
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1. Introduction

The solvability theory of elliptic equations in the classical setting (for Hölder
classes Hα(Ω) and Lebesgue spaces Lp) has been extensively investigated and
fundamental monographs by many mathematicians have been devoted to its study
(see e.g. [1], [3], [14], [15], [21], [22], [23]). Recently, various problems for elliptic
equations have been considered for different Banach function spaces (e.g. Lp,w-
weighted Lebesgue spaces, LΦ-Orlicz spaces, Lp(.)-variable Lebesgue spaces, Lp)-
grand Lebesgue space and rearrangement-invariant Banach function spaces on
bounded domains) and this tradition continues today (see, for example, [5], [6],
[7], [8], [9],[10], [11], [12], [13], [16], [24], [25], [26], [27], [28], [29], [30], [31], [32],
[33]).

In general, to use classical methods as grand Lebesgue spaces, it is necessary
to choose a separable subspace in which infinitely differentiable functions are
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dense. In [6], [7], [8], [9], [10], [11], [12], [13], [17], [18] such separable subspaces
of some Banach function spaces are defined.

In [5] the Dirichlet problem for the classical Laplace equation with oblique
derivatives in the Hardy classes formed by the weighted Lebesgue space on a unit
disk is considered. Noetherness of the considered problem is established and its
index is calculated.

This paper is a continuation and generalization of the work [5]. We consider
the problem in the case of additive-invariant (in particular, in rearrangement-
invariant) spaces defined on the unit circle and Hardy spaces on the unit disk
generated by these spaces. In general the Banach function spaces under consider-
ation are non-separable, some adjustments need to be made to apply the classical
method. For this purpose, we introduce a special separable subspace by using
the additive shift operator (Tδf) (x) = f(x + δ), and consider the correspond-
ing problem with respect to this subspace where the set of compactly supported
infinitely differentiable functions is dense. We show that the classical Dirichlet
problem for the Laplace equation has a unique solution for every boundary func-
tion from the considered space in the additive-invariant case. We also consider
a special boundary problem for the Laplace equation with oblique derivatives in
the Hardy classes generated by a separable subspace of rearrangement-invariant
spaces. We establish the Noetherness of the problem and calculate the index of
this problem.

Throughout this paper we will use the following standard notations: N will
denote the set of all positive integers, Z+ = {0}∪N , Z set of all integer numbers,
C the set of complex numbers, R the set of all real numbers, D = {z ∈ C : |z| < 1}
the unit disk, and T = {z : |z| = 1} the unit circle. |E| will denote linear Lebesgue
measure of a set E ⊂ T , and C∞

0 [−π,+π] the set of compactly supported infinitely
differentiable functions defined on (−π,+π).

We identify the arbitrary function f : T → C with the function defined on
[−π;π) as follows

f : [−π;π) → C(orR) ⇔ f(t) := f
(
eit

)
,

and we assume that it is extended periodically to all of R: f(t+ 2π) = f(t). For
f : D → R, we consider the following family of functions

fr(t) = f
(
reit

)
, 0 ≤ r < 1, t ∈ [−π;π).

Lp(T ) ≡ Lp(−π, π), 1 ≤ p < +∞, is a classical Lebesgue space of measurable
functions with the norm

∥f∥p =
(∫ π

−π
|f |pdt

) 1
p

.
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Let A(D) denote the class of all analytic functions on the unit disk D. H(D)
denote the class of all harmonic functions on the unit disk, i.e.

H(D) = {u : D → R : ∆u = 0 in D} .

Let X(T ) be a Banach function space on T with a Lebesgue measure and a
norm ∥.∥X . By BX(a, r), a ∈ X, r > 0, denote the open ball centered at a, with
radius r. X∗ will denote the dual space, X

′ ⊂ X∗ the associated space with norm
∥.∥X′ , Xa(T ) will be the subspace of absolutely continuous functions, and Xb(T )
the closure of all bounded functions. Let A ⊂ X(T ) be some subset. Then L[A]
will denote the linear span of A.

Let X be a metric space, and let A ⊂ X and B ⊂ X be subsets, then
distX(A,B) denotes the distance between these subsets.

2. Hardy Spaces Generated by Additive-Invariant Banach
Function Spaces

2.1. Needful Information

In this subsection we define the spaces and classes of measurable functions to
be used throughout this paper. We also establish some of their properties, which
imply that the classical Dirichlet problem has a unique solution. For further
information about Lebesgue spaces, Banach function spaces, Hardy classes the
reader can refer to [2], [4], [19], [20].

Banach Function Space. Let (M,M, µ) be a measure space, F denotes
the set of all measurable functions whose values belong to [−∞; +∞], F+ is
the cone of µ -measurable functions whose values lie in [0;+∞], χE denotes the
characteristic function of a µ -measurable subset E ∈ M. F0 denotes the class of
functions which are finite µ-a.e. Fs denotes the collection of all simple functions.

Definition 1. A mapping ρ : M → [0; +∞], is called a Banach function norm
if, for ∀f, g, fn ∈ F+, ∀a ≥ 0,∀E ∈ M, the following properties hold:

(P1) ρ(f) = 0 ⇔ f = 0 µ− a.e. ρ(af) = aρ(f), ρ(f + g) ≤ ρ(f) + ρ(g);

(P2) g ≤ f µ− a.e. ⇒ ρ(g) ≤ ρ(f);

(P3) 0 ≤ fn ↑ f ⇒ ρ (fn) ↑ ρ(f);

(P4) µ(E) < +∞ ⇒ ρ (χE) < +∞;

(P5) µ(E) < +∞ ⇒
∫
E fdµ ≤ CEρ(f), where CE is some positive number

may be depend on E and ρ, but doesn’t depend of f .

Let ρ be a function norm on F+. The collection X = X(ρ) of all functions
in F for which ρ (|f |) < +∞, is called a Banach function space. For each f ∈ X
the norm is defined as ∥f∥X = ρ (|f |).
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Let ρ be a function norm, its associate norm ρ
′
is defined on F+ by

ρ′(g) = sup

{∫
M

fgdµ : ρ(f) ≤ 1

}
.

Definition 2. Let ρ be a function norm. The space X = X(ρ) is a corresponding
Banach function space, ρ

′
is the corresponding associate norm. Then the Banach

function space determined by the associate norm ρ
′
is called the associate of X,

denoted as X
′
= X

′
(ρ′).

We will also use Fatou’s lemma and the Minkowski-type inequality to obtain
many results.

Lemma 1. (Fatou’s Lemma ([2], [4])) Let X = X(ρ) be a Banach function
space and fn ∈ X . (n = 1, 2, . . .) If fn → f µ−a.e. and limn→∞ inf ∥fn∥X < ∞,
then f ∈ X and

∥f∥X ≤ ∥fn∥X .

Minkowski-type inequality (see, [17]). Let Ω1 ⊂ Rn,Ω2 ⊂ Rk are some
domains, X (Ω1)-Banach function space, f : Ω1 × Ω2 → Ris a measurable func-
tion. If f(., y) ∈ X (Ω1) for m−a.e. y ∈ Ω2 and ∥f(., y)∥X ∈ L1 (Ω2) , then the
following inequality holds.∥∥∥∥∫

Ω2

f(x, y)dy

∥∥∥∥
X

≤
∫
Ω2

∥f(., y)∥X dy.

In Banach function spaces, the following analogous of Hölder’s inequality
holds.

Hölder’s inequality. Let X be a Banach functional space and X
′
is a

corresponding associate space. Then for ∀f ∈ X, ∀g ∈ X
′
, it follows that fg is

integrable and ∫
|fg|dµ ≤ ∥f∥X ∥g∥X′ .

Let f ∈ X(Ω) be some function. Then

∥f∥X(Ω) = sup

{∣∣∣∣∫
Ω
fgdµ

∣∣∣∣ : g ∈ X ′(Ω), ∥g∥X′(Ω) ≤ 1

}
.

Rearrangement-invariant Banach function space. Let f ∈ F0. The
distribution function of f is the following function defined on [0;∞):

µf (λ) = µ {x ∈ M : |f(x)| > λ} .
Two functions f, g ∈ F0, whose distribution functions are the same, are called

equimeasurable, i.e. µf (λ) = µg(λ) for all λ ≥ 0.
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Definition 3. Let (M,M, µ) be a totally σ - finite measure space. If for every
pair of equimeasurable functions, g ∈ F+

0 , the equality ρ(f) = ρ(g) holds, then
the norm ρ is called a rearrangement-invariant norm. The Banach function space
generated by a rearrangement-invariant norm is called a rearrangement-invariant
Banach function space.

Boyd’s indices. Let X = X(ρ) be a rearrangement-invariant Banach func-
tion space over a measure space (Rn, µ) , where µ is a Lebesgue measure in Rn.
For each t > 0, let Et denote the dilation operator defined on F0 (R

+,m) ( m is
linear Lebesgue measure in R+) by

(Etf) (s) = f(ts), (0 < t < ∞).

Let

hX(t) =
∥∥E1/t

∥∥
[X̃] , (0 < t < ∞).

Definition 4. Let X = X(ρ) be a rearrangement-invariant Banach function
space over a measure space (Rn, µ). The Boyd indices of X are the numbers αX

and βX defined by

αX = sup
0<t<1

log hX(t)

log t
, βX = sup

1<t<∞

log hX(t)

log t
.

Additive-Invariant Banach Function Space ([14]). Let X (Rn) be some
Banach function space. We say that it is an additive-invariant Banach function
space if for ∀δ ∈ R, ∀f ∈ X, the following holds ∥f(.+ δ)∥X = ∥f(.)∥X .

In the case Ω ⊂ Rn, we assume that every function is extended by zero on
Rn. Thus, in this case, the shift operator is defined as follows.

(Tδf) (x) =

{
f(x+ δ)

0
, x+ δ ∈ Ω,
, x+ δ /∈ Ω.

The subspace Xs(Ω) is defined as the set of all functions f ∈ X(Ω) for which
the shift operator is continuous, i.e.

Xs(Ω) = {f ∈ X(Ω) : ∥f(.+ δ)− f(.)∥X δ → 0 → 0} .

Accept the following property.

Property (β): For ∀En → ∅, with En ⊂ Ω it follows that ∥χEn∥X(Ω) → 0.
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Remark 1. i) In the series of works [9], [12], [13], [17], it is proven that if the
additive-invariant space (particularly rearrangement-invariant space) has Prop-
erty (β), then the relation

Xs(Ω) = Xa(Ω) = Xb(Ω) = C∞
0 (Ω),

holds true, where Ω ⊂ Rn is a bounded domain.
ii) It is clear that if Ω ⊂ Rn is a bounded domain, then the following inclusions

are true
L∞(Ω) ⊂ X(Ω) ⊂ L1(Ω).

In the sequel we will only consider the case X(T ) = X(−π;π) with the
Lebesgue measure. We will deal with the following spaces and classes of measur-
able (complex or real-valued) functions defined on the unit circle and disk.

The space hX(D) is defined by the relation

hX(D) =

{
u ∈ H(D) : sup

0≤r<1
∥ur(.)∥X < ∞

}
,

and with the norm ∥u∥hX(D) = sup0≤r<1 ∥ur(.)∥X(D) .
In the case X = Lp , we will use the notation hp(D). The corresponding

Hardy-Sobolev spaces h1X(D) and h1Xs
(D) are defined by the relations

h
(1)
X (D) =

{
u ∈ hX :

∂u

∂r
,
∂u

∂ϕ
∈ hX

}
; h

(1)
Xs

(D) =

{
u ∈ hXs :

∂u

∂r
,
∂u

∂ϕ
∈ hXs

}
,

and with the norm

∥u∥
h
(1)
X (D)

= ∥u∥hX(D) +

∥∥∥∥∂u∂r
∥∥∥∥
hX(D)

+

∥∥∥∥∂u∂ϕ
∥∥∥∥
hX(D)

,

where (r, ϕ) denotes the polar coordinates. These spaces are Banach spaces.
Hardy class H+

X(D) is the corresponding class of analytic functions, i.e.

H+
X(D) =

{
f ∈ A(D) : ∥f∥H+

X(D) = sup
0<r<1

∥fr(.)∥X < ∞
}
.

It is clear that H+
X(D) =

{
f ∈ A(D) : f ∈ hX(D)

}
.

The following statement is valid.
Statement 1. Let X(T ) be a Banach function space. If there exist p ≥ 1

such that X(T ) ⊂ Lp(T ), then the embeddings

hX(D) ⊂ hp(D) and H+
X ⊂ H+

p (D),

are valid.
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2.2. Some properties

In this subsection we will establish some properties of above introduced spaces
and classes.

Theorem 1. Let X(T ) be a Banach function space. Then:
a) For ∀f ∈ hX(D), there is a non-tangential boundary value function

f+ ∈ X(T ), and the relation

fr(ϕ) = f(r, ϕ) =
1

2π

∫ π

−π
Pr(ϕ− θ)f+(θ)dθ, (1)

is valid, where Pr(ϕ) = 1−r2

1−2r cos ϕ +r2
is the Poisson kernel with respect to the

unit disk. Moreover, the inequality∥∥f+
∥∥
X

≤ ∥f∥hX
, (2)

holds.
b) ∀u ∈ HX(D) has a non-tangential boundary value function u+ ∈ X(T )

and the Cauchy formula

u(z) =
1

2πi

∫
T

u+(ξ)

ξ − z
dξ, (3)

is valid.

Proof. Statement 1 implies that for ∀f ∈ hX , we have f ∈ h1. Therefore,
by classical theorems, it follows that limr→1 fr = f+ in L1. Consequently, for
{rn} ⊂ (0; 1) : rn → 1 − 0, there exist frn → f+ ∈ L1 a.e. as rn → 1−. By
definition of hX(D), the sequence {frn}n is bounded in X(T ). Then by Fatuo’s
lemma we obtain f+ ∈ X(T ), and∥∥f+

∥∥
X

≤ sup
n

∥frn∥X ≤ sup
r

∥fr∥
X

= ∥f∥hX
.

Taking into account that every function from X(T ) belongs to L1(T ) and that
the representations (1) and (3) are valid for functions from L1(T ), we complete
the proof of the theorem. The theorem is proved. ■

Let us define the trace operator in Hardy classes: γ : hX → X(T ), such
that γ(u) = u+ ∈ X(T ), γ : hX → X(T ), where u+ is non-tangential boundary
function for u ∈ hX .

From Theorem 1 it follows that Range γ ⊂ X(T ). The following theorem
shows that in the case of an additive-invariant space, Range γ = X(T ) is valid.
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Theorem 2. Let X(T ) be an additive-invariant Banach function space. Then
γ (hX(D)) = X(T ) and for ∀u ∈ hX(D) the relation

∥u∥X(D) ≤ ∥γu∥X(T ) , (4)

is valid.

Proof. Let f ∈ X(T ) and consider the Poisson-Lebesgue integral

ur(ϕ) = u(r, ϕ) =
1

2π

∫ π

−π
Pr(ϕ− θ)f(θ)dθ, ∀reiϕ ∈ D.

We have

∥ur∥X(T ) =
1

2π
sup

∥g∥X′(T )≤1

∣∣∣∣∫ π

−π
ur(ϕ)g(ϕ)dϕ

∣∣∣∣ .
Let us estimate this integral. Using Fubini’s theorem and Hölder’s inequality

we obtain

1

2π

∣∣∣∣∫ π

−π
ur(ϕ)g(ϕ)dϕ

∣∣∣∣ = 1

2π

∣∣∣∣∫ π

−π

(∫ π

−π
Pr(ϕ− t)f(t)dt

)
dϕ)

∣∣∣∣ =
=

1

2π

∣∣∣∣∫ π

−π
Pr(t)

(∫ π

−π
f(ϕ− t)g(ϕ)dϕ

)
dt

∣∣∣∣ ≤
≤ 1

2π

∫ π

−π
Pr(t) ∥f∥X(T ) ∥g∥X′(T ) dt ≤ ∥f∥X(T ) .

Therefore

∥ur∥X(T ) ≤ ∥f∥X(T ) ,∀r ∈ [0, 1),

and

∥u∥hX(D) ≤ ∥f∥X(T ) .

Consequently γ−1f ∈ hX(D). The theorem is proved. ■

Corollary 1. Let X(T ) be an additive-invariant Banach function space. Then:
i) γ ∈ [hX(D);X(T )] is an isometric isomorphism;
ii) hX(D) is a Banach space;
iii) If f ∈ X(T ) and 0 ≤ r1 < r2 < 1, then ∥fr1∥X ≤ ∥fr2∥X ;
iv) If f ∈ X(T ), then ∥fr∥X(T ) ↑ ∥f+∥X(T ) , as r → 1.
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Proof. i) From estimates (2) and (4), it follows that for ∀f ∈ X(T ) , if
u
(
reit

)
= Pr ∗ f, then γu = f and ∥u∥hX(D) = ∥f∥X(T ) = ∥γu∥X(T ) , i.e., γ is an

isometric operator.
ii) The statement ii) follows directly from i).
iii) Let 0 ≤ r1 < r2 < 1. Consider the new function F on T defined by

F (t) = f (r2, t). It is clear that f (r1, t) = P r1
r2

∗F . Consequently, by (4) we have

∥f (r1, .)∥X(T ) ≤ ∥F (.)∥X(T ) = ∥f (r2, .)∥X(T ). iv) The statement iv) follows
from iii).

The corollary is proved. ■

Theorem 3. Let X(T ) be an additive-invariant Banach function space and f+ ∈
Xs(T ). Then limr→1− ∥fr(t)− f+(t)∥X(T ) = 0.

Proof. We have

f
(
reiϕ

)
=

1

2π

∫ π

−π
Pr(ϕ− t)f+(t)dt =

1

2π

∫ π

−π
f+(ϕ− t)Pr(t)dt,

and

f
(
reiθ

)
− f+(θ) =

1

2π

∫ π

−π

(
f+(θ − t)− f+(θ)

)
Pr(t)dt.

Applying the Minkowski inequality we have

∥∥∥f (
τeiθ

)
− f+(θ)

∥∥∥
X

≤ 1

2π

∫ π

−π
Pτ (t)

∥∥f+(θ − t)− f+(θ)
∥∥
X
dt ≤

≤
∥∥f+(θ − t)− f+(θ)

∥∥
X

→ 0 , as t → 0 .

The theorem is proved.■

From this theorem we obtain the following corollary.

Corollary 2. Let X be an additive-invariant Banach function space and f+ ∈
X(T ), f ∈ hX(D) and γf = f+. Then the following statements are equivalent:

i) f+ ∈ Xs(T );
ii) ∥fr(.)− f+(.)∥X(T ) → 0, as r → 1;
iii) ∥fr(.+ δ)− fr(.)∥X(T ) → 0, uniformly for 0 ≤ r < 1, as δ → 0.

Proof. i) ⇒ ii): This implication follows directly from Theorem 3.
iii)⇔ i): This equivalence follows from the following relation∥∥f+(.+ δ)− f+(.)

∥∥
X(T )

= lim
r→1−

∥fr(.+ δ)− fr(.)∥X(T )
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ii)⇒i):It is clear that fr(t) ∈ C(T ) ⊂ Xs(T ) and limr→1 fr(.) = f+(.) in
X(T ). By the closeness of the subspace Xs(T ) in X(T ), we have f+ ∈ Xs(T ).

The corollary is proved. ■
In the sequel we will consider the following spaces

hXs(D) =
{
f ∈ hX(D) : γf = f+ ∈ Xs(T )

}
,

and

HXs(D) =
{
f ∈ HX(D) : γf = f+ ∈ Xs(T )

}
.

In the case X(T ) = Lp(T ), it is clear that hXs(D) = hp(D). Consider the
following Dirichlet problem

∆u = 0,
γu = f,

in D,
on T.

}
(5)

By solution of this problem we mean the function u ∈ hX(D), for which
(γu)(ξ) = f(ξ), a.e. ξ ∈ T.

From Theorem 2 we have the following corollary

Corollary 3. Let X(T ) be an additive-invariant Banach function space. Then
for ∀f ∈ X(T ) the Dirichlet problem (5) has a unique solution in hX(D), and
moreover, ∥u∥hX

= ∥f∥X .

Now, we study some properties of the Hardy-Sobolev spaces.

Corollary 4. Let X(T ) be a Banach function space.
a) If ∂u

∂r ∈ hX(D), then u ∈ hX(D);

b) Let X(T ) be an additive-invariant Banach function space. If ∂u
∂r ∈

hXs(D), then u ∈ hXs(D).

Proof. a) Suppose ∂u
∂r ∈ hX(D). Let us show that u ∈ hX(D). We have

u(r, ϕ)− u(0, 0) =

∫ r

0

∂u(ρ, ϕ)

∂ρ
dρ.

Then by the Minkowski inequality we obtain

∥u(r, .)− u(0, 0)∥X(T ) ≤
∫ 1

0

∥∥∥∥∂u(ρ, ϕ)∂ρ

∥∥∥∥
X(T )

dρ ≤
∥∥∥∥∂u∂ρ

∥∥∥∥
hX(D)

.

Therefore

∥u(r, .)∥X(T ) ≤
∥∥∥∥∂u∂r

∥∥∥∥
hX(D)

+ |u(0, 0)| .
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Since ∂u
∂r ∈ hX(D), it follows that u ∈ hX(D).

b) Let ∂u
∂r ∈ hXs(D), Let us show that u ∈ hXs(D).

By the definition of hXs(D), we have

sup
0≤ρ<1

∥∥∥∥∂ (u(ρ, .+ δ)− u(ρ, .))

∂ρ

∥∥∥∥
X(T )

→ 0 , as δ → 0.

By similar arguments

∥u(r, .+ δ)− u(r, .)∥X(T ) ≤
∥∥∥∥∂ (u(ρ, .+ δ)− u(ρ, .))

∂ρ

∥∥∥∥
hX(D)

→ 0, as δ → 0.

From Corollary 2-iii), it follows that u ∈ hXs(D). The corollary is proved. ■

Corollary 5. Let X(T ) be an additive-invariant-Banach function space and
let the system {un(t)}n∈Z+

⊂ Xs(t) forms a basis in Xs(T ). Then the system
{un(r, t)}n∈Z+

forms a basis in hXs(D), where

un(r, t) =
1

2π

∫ π

−π
Pr(t− θ) un(θ)dθ.

Proof. Taking into account Corollary 1, Theorem 3 and Corollary 2 we obtain
that the relation

disthXs (D)

(
uk(r, t), L

[
{un(r, t)}n ̸=k

])
= distXs(T )

(
uk(t), L

[
{un}n ̸=k

])
> 0,

is valid, which implies that the system {un(r, t)}n∈Z+
is minimal in hXs(D).

Let f ∈ hXs(D) and f+ ∈ Xs(T ) be its boundary value function. Suppose
that f+(t) =

∑∞
0 cn (f

+)u+n (t), − π ≤ t < π, is the corresponding decompo-
sition of this function on the basis {un+(t)} in Xs(T ). Consider the polynomials

fN (r, t) =
N∑

n=0

cn
(
f+

)
un(r, t), for reit ∈ D

and

fN
+(t) =

N∑
0

cn
(
f+

)
un(t), for t ∈ (−π;π).

From the estimate (4), Corollary 2 and Theorem 3 we have

∥f − fN∥hX
= sup

0≤r<1
∥fr − (fN )r∥X ≤ const

∥∥f+ − fN
+
∥∥
X

N→∞−→ 0.

The corollary is proved. ■
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3. Dirichlet Problem with an Oblique Derivative

In this section we consider only a rearrangement-invariant Banach function
space. The following theorem is proved in [4], [34], [35], [36].

Theorem 4. . Let X(T ) be a rearrangement-invariant space. Then:
i) The system {eint}n∈Z forms a basis in Xb(T ) ⇔ 0 < αX ;βX < 1.
ii) If 0 < αX ;βX < 1, then {eint}n∈Z+

forms a basis in H+
Xb

(T ).

Using Corollary 4, we have u ∈ hXs(D), if ∂u
∂r ∈ hXs(D). Corollary 5 implies

the following

Corollary 6. Let X(T ) be a rearrangement-invariant space with Boyd indices
0 < αX ;βX < 1. Then:

i) The system {zn}n∈Z forms a basis in hXs(D).
ii) The system {zn}n∈Z+

forms a basis in H+
Xs

(D).

Consider the following boundary value problem with oblique derivatives

∆r,ϕu = 0, u ∈ h
(1)
Xs

(D), (6)

cosϕγ

(
∂u

∂r

)
+ sinϕγ

(
∂u

∂ϕ

)
≡

(
cosϕ

∂u

∂r
+ sinϕ

∂u

∂ϕ

)∣∣∣∣
r=1

=

= f(ϕ) ∈ Xs(T ), for ϕ ∈ [−π;π),

(7)

where ∆r,ϕu = ∂2u
∂r2

+ 1
r
∂u
∂r + 1

r2
∂2u
∂ϕ2 is the Laplace operator in polar coordinates.

Let us establish the Noetherness of the problem (6), (7) and calculate its
index. Let’s prove the following theorem.

Theorem 5. Let X(T ) be a rearrangement-invariant space with Boyd indices
0 < αX ;βX < 1 and let Property (β) hold. Then the problem (6), (7) is a
Noetherian and its index equals χ = −2.

Proof. First, it should be noted that every solution of this problem is also a
solution of the following one

∆r,ϕu = 0, u ∈ h(1)p (D), (8)

γ

(
cosϕ

∂u

∂r
+ sinϕ

∂u

∂ϕ

)
≡

(
cosϕ

∂u

∂r
+ sinϕ

∂u

∂ϕ

)∣∣∣∣
r=1

=

= f(ϕ) ∈ Lp(T ), for ϕ ∈ [−π;π),

(9)
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where 1 < p < 1
βX

is some number. In the case of h
(1)
p and Lp(T ), it was proved

that if f = 0, then u = const (see, [6]). Thus, we have dimKerγ = 1, for (8),
(9). Taking into account that every solution of (6), (7) is also a solution of (8),
(9), we conclude that dimKerγ = 1, also holds.

Let u ∈ h
(1)
Xs

(D) be a solution of the problem (6), (7).

It is evident that cos ϕ γ( ∂u
∂r ) + sin ϕ γ(∂u∂ϕ) ) ∈ Xs(T ). Let

u(r, ϕ) = a0 +
∞∑
n=1

(an cosnϕ+ bn sinnϕ) r
n,

f(ϕ) = a′0 +

∞∑
n=1

(
a′n cosnϕ+ b′n sinnϕ

)
, (10)

be decompositions of these functions with respect to the bases{
1

2
, rn cos n ϕ, rn sin n ϕ

}
n∈N

and

{
1

2
, cos n ϕ, sin n ϕ

}
n∈N

,

in hXs(D) and Xs(T ), respectively. Then, by Corollaries 4-5 and (6), (7), we
formally have

∂u(r, ϕ)

∂r
=

∞∑
n=1

nrn−1 (an cosnϕ+ bn sinnϕ) ,

∂u(r, ϕ)

∂ϕ
=

∞∑
n=1

nrn (−an sinnϕ+ bn cosnϕ), (11)

and

lim
r→1

∂u(r, ϕ)

∂r
=

∞∑
n=1

n (an cosnϕ+ bn sinnϕ),

lim
r→1

∂u(r, ϕ)

∂ϕ
=

∞∑
n=1

n (−an sinnϕ+ bn cosnϕ),

f =

(
cosϕ

∂u

∂r
+ sinϕ

∂u

∂ϕ

)∣∣∣∣
T

= lim
r→1−

(
cosϕ

∂u(r, ϕ)

∂r
+ sinϕ

∂u(r, ϕ)

∂ϕ

)
=

∞∑
n=1

n (an cosϕ cosnϕ+ bn cosϕ sinnϕ+ bn sinϕ cosnϕ− an sinϕ sinnϕ)

=
∞∑
n=1

n (an cos(n+ 1)ϕ+ bn sin(n+ 1)ϕ).



38 E. Mamedov, Y. Sezer, A.R. Safarova

Therefore, if u ∈ h
(1)
Xs

(D) is a solution of the problem (6), (7), then the
following relations hold

nan = a
′
n+1, nbn = b

′
n+1 , ∀n ∈ N

which implies

a1 = a
′
2, b1 = b

′
2. (12)

Assume f = a0 + a1 cosϕ + b1 sinϕ. It is evident that if f ̸=
0, (i.e. |a0|+ |a1|+ |b1| ≠ 0) , then the problem (6), (7) is unsolvable. There-
fore, codimγ ≥ 3. Let us prove that codimγ = 3. For this, we propose that
∀f ∈ Xs(T )\ {h : h = a0 + a1 cosϕ+ b1 sinϕ , ai ∈ R, i = 0, 1, 2}, the problem

(6), (7) has a solution u ∈ h
(1)
Xs

(D).

Instead of (10) we will use the following exponential decompositions

u(r;ϕ) =

∞∑
−∞

Anr
|n|einϕ, f(ϕ) =

∞∑
−∞

A
′
n einϕ,

where

An =


1
2 (an − ibn) , n > 0

a0, n = 0
1
2

(
a|n| + ib|n|

)
, n < 0

Therefore

cn(f) =
1

2π

∫ π

−π
f(t)e−intdt =


1
2 (a

′
n − ib′n) , n > 0

a0 n = 0
1
2

(
a′|n| + ib′|n|

)
, n < 0

Thus we have

∂u

∂r
=

∑
n̸=0

|n|Anr
|n|−1einϕ and

∂u

∂ϕ
=

∑
n̸=0

inAnr
|n|einϕ. (13)

From (10) it follows that

c−1(f) = c0(f) = c1(f) = 0, (14)



39

and

u(r;ϕ) = A0 +

−1∑
−∞

cn−1(f)

|n|
r|n|einϕ +

∞∑
1

cn+1(f)

n
rneinϕ.

The relations (13) and (14) imply

∂u(r;ϕ)

∂r
=

−1∑
−∞

cn−1(f)r
|n|−1einϕ +

∞∑
1

cn+1(f)r
n−1einϕ. (15)

Let us consider the following functions

u1(r;ϕ) =

−1∑
−∞

cn−1(f)r
|n|−1einϕ,

u2(r, ϕ) =
∞∑
1

cn+1(f)r
n−1einϕ. (16)

We assert that ui ∈ hX , for i = 1, 2. It is sufficient to prove that u2 ∈ hX
(then instead of u1(r, ϕ) we can consider u1(r, ϕ), which has a form of u2(r, ϕ)).
It is clear that ∆r,ϕu2(r, ϕ) = 0, for ∀(r, ϕ) ∈ D. Represent u2(r, ϕ) in the form

u2(r, ϕ) = e−iϕr−2V2(r, ϕ),

where V2(r, ϕ) =
∑∞

2 cn(f)r
neinϕ. It is obvious that u2(r, ϕ) → c2(f)e

iϕ as r →
0+, uniformly with respect to ϕ. Therefore for every δϵ(0, 1), the condition
supδ<r<1 ∥u2(r, .)∥X(T ) < ∞, holds if and only if supδ<r<1 ∥V2(r, .)∥X(T ) < ∞,
holds.

Let g(ϕ) =
∑∞

2 cn(f)e
inϕ, ϕ ∈ (−π, π). Taking into account the fact that the

system
{
eint

}
n∈Z, forms a basis in Xs(T ), and f ∈ Xs(T ), we have g ∈ X(T ).

Then, by Theorem 1 and the estimate (4), we obtain

V2(r, ϕ) =
1

2π

∫ π

−π
Pr(ϕ− θ)g(θ)dθ =⇒ ∥V2(r, ϕ)∥X(T ) ≤ c ∥g∥X(T ) ,

where c > 0 is independent of g, which implies V2 ∈ hX(T ). Consequently, if

u2 ∈ hX , then ∂u
∂r ∈ hX .

For ∂u
∂ϕ we have

∂u

∂ϕ
= −i

−1∑
−∞

cn−1(f)r
|n|einϕ +

∞∑
1

cn+1(f)r
neinϕ =
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= −ir−1eiϕ
−2∑
−∞

cn(f)r
|n|einϕ + r−1e−iϕ

∞∑
2

cn(f)r
neinϕ =

= −ir−1eiϕV1(r, ϕ) + r−1e−iϕV2(r, ϕ) =

= −iru1(r, ϕ) + ru2(r, ϕ).

Consequently, ∂u
∂ϕ ∈ hXs , which implies u ∈ h

(1)
Xs

.

The theorem is proved.■

Note that the results of this work are applicable to Lebesgue spaces Lp(Ω),
grand-Lebesgue spaces Lp)(Ω), Marcinkiewicz spaces, the weak-type Lw

p spaces,
Orlicz spaces, Lorentz spaces and etc.
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[11] E.M. Mamedov, Ş. Cetin. Interior Schauder-Type Estimates for m-th Order
Rlliptic Operators in Rearrangement-Invariant Sobolev Spaces. Turk J Math.
48(4), 793-816, 2024.
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