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On determination of coefficient at lowest term in the
Cauchy problem for string vibrations equation

H.F. Guliyev, V.N. Nasibzadeh

Abstract. In the paper we consider an inverse problem for determining the coefficient at lowest
term in the Cauchy problem for a string vibrations equation. This problem is reduced to an optimal
control problem for which a theorem on the existence and uniqueness of optimal control, Frechet
differentiability of functional is proved are necessary condition of optimality is derived.
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1. Introduction

Starting from the mid XX century the inverse problems became the object of system-
atic study and application in physics, medicine, astronomy, ecology and generally in all
spheres of knowledge, wherein mathematical methods are applicable. In direct problems
of mathematical physics, the researchers try to find a function describing different physical
phenomena. Herewith, the properties of the studied medium (coefficients of equations)
are assumed to be known. But just the properties of the medium are often unknown. And
there arise inverse problems wherein according to some information about the solution of
the direct problem it is required to determine the coefficient of equation. As in known,
the inverse problems are called coefficient inverse problems (see e.i [6],[7]). There are a
lot of methods and approaches for solving inverse problems. One of such methods is the
optimization method for solving inverse problems. This method was most developed for
parabolic equations (see e.i [1], [5], [7], [11]).

In this paper, we suggest optimizational statement of a problem for finding the coeffi-
cient at lowest term of a string vibrations equation in the Cauchy problem. The problem
is reduced to an optimal control problem and is studied by the methods of optimal control
theory.
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2. Problem statement

Consider a problem of determination of the pair of functions (u (z,t),v (z)) € Wy (II) x
V from the following relations

?u  O%u
@—W—I—U(m)u:f(x,t),(x,t)EHE(—oo,oo)><(0,T), (1)
u(e,0) = o (2), 280 — oy (1) € (m0,00), ©)

u(z,T)=g(x),x € (—00,00) (3)
where f € Ly (1), ug € Wy (—00,00), u3 € La (—00,00), g € La (—00,00) are the given
functions, V' = {v(x) € La(—00,00) : a < v(z) < ba.e.on (—o0,00)} is the given set, T' >
0, a, b are the given finite numbers.

Under the given function v (z) the Cauchy problem (1), (2) is called a direct problem
in the strip II, the problem (1)-(3) of finding v(x) is called inverse to problem. We reduce
problem (1)-(3) to the following optimal control problem: to find a function v (x) from
the set V' that minimizes the functional

ww) =3 [T - g@lds (4)

—0oQ
under constraints (1), (2) where u (z,t; v) is the solution of problem (1),(2) corresponding
to the function v = v (). We call the function v (z) a control, V" a class of admissible con-

trols. Note that if mi‘I/l Jo (v) = 0, then additional condition (3) is fulfilled. We regularize
ve

problem (1), (2), (4) in the following way: to find a function v (z) from V that minimizes

the functional
o

Ja@) = h)+5 [ 0@ -w@)ids (5)

—00
where o > 0 is the given number, w € Lo (—00, 00) is the given function (1), (2), (5). We
call this problem as problem (1), (2), (5).
Under the solution of problem for (1), (2) the given function v € V' we mean a function
u (z,t;v) € W4 (I) that at t = 0 equals ug (z)and the following integral identity

Ooudn  Oudn > _
/H { rin + 3z B + Uun} dxdt / up (x)n (z,0)dx = /andxdt (6)

—0o0
is fulfilled for the arbitrary function n = n (z,t) from W4 (I), n (z,T) = 0.

Such a solution of problem (1), (2) is called a generalized solution. From the results
of the papers [9], [10] it follows that for each control v € V under the above condition
imposed on the data of problem (1), (2), it has a unique generalized solution from W4 (II)
and the estimation

il ey < € [0z Cooroey + 1011 a ooy + 1] - VE € 10,7] (7)

is valid.
Here and in what follows, ¢ denotes various constants independent on the estimated
variables and admissible controls.
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3. Existence and uniqueness of optimal control in problem (1), (2), (5).

Theorem 1. Let the condition in the statement of problem (1), (2), (5) be fulfilled. Then
in Ly (—o0,00) there ezists a dense set G such that for all w € G at o > 0 problem (1),
(2), (5) has a unique solution.

Proof. Prove the continuity of functional (4) in the norm of the space Ls (—00, 00) on the
set V. Let dv € Lo (—00,00) be the increment of the control on the element v € V' such
that v+0v € V. Denote du (x,t) = u (x,t;v + 0v) —u (x,t;v). Then the function du (x,t)
is the generalized solution from W (II) of the Cauchy problem

0%6u  0%*6u
52 T o2 + (v + 0v) du = —udv, (x,t) € 11, (8)
o0du
ou |t=0 =0, ¥ lt=o = 0,2 € (—00,00). 9)

The generalized solution from Wi (IT) of problem (8), (9) equals zero for t = 0 and
satisfies the identity

0dudn  0du On _
/H [atat — 61’81‘] dxdt = /H [(v 4+ dv) dun + uovn| dzdt (10)

for all n = n (x,t) € Wy (II) equal t = T.
Prove that for the solution of problem (8), (9) the following estimation is valid:

16wl my < €l10V]] £y —o0,00) - (11)

To this end, we use the Faedo- Galerkin method. Let {¢ (z)} be a fundamental system
in Wi (—00,00). The functions ¢y, (z), k = 1,2,..., are called Hermite-type functions
([8] p- 401). We look for the approximate solution of problem (8), (9) in the form
dulN (z,t) = S0 ON (t) ¢, () from the relations

o 925, N 00 N e
/ M%n(x)dx—i-/ Qou dgpm(x)da:—i-/ (v + 6v) ou™ oy, () da

oo OF? oo O dx oo

oo
= —/ wOvPy, (x)de, m=1,...,N, (12)

—00

dC (¢
cY(0)=0,—*% ®) li=o = 0. (13)
dt

The system of equation (12) is a system of linear ordinary differential equations with

2oy
dt?

respect to unknown functions C’,iv (t),k =1,..., N solved with respect to . This system
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is uniquely solvable with unitial conditions (13) and % € Ly(0,7). Multiplying the

both hand sides of equation (12) by its %Cn]\{ (t) and summing over m from 1 to N, we get

/OO A26uly osuN x+/°° ooulN 9%25uN

oz ot . Oz otox

—0o0

o osuN o asuN
_ N _
= / (v =+ dv) du 5 dx /OO udv 5 dx

1d /00 05N\ (5NN
2dt | ).\ ot oz v

ee osulN o osulN
_ N _
= / (v + dv) du 5 dx /_ udv 5 dx.

Hence, integrating with respect to ¢ from 0 to ¢, we have

IN[CORIE It
< c/ot /Z [(5UN)2+ (a(;;N)Z] dxds—i—c/ot /Z (ubv)? dzds. (14)

By estimation (7) and the theorem on bounded imbedding Wi (—o00,00) C
C (—00,00) [2], the solutions of the problem for all v € V possess the property u €
C([0,T];C (—o00,00)) = C(II),, therefore these functions are uniformly bounded with

respect to v in the II..
Then, from inequality (14) it follows

/°° a5ulN \ L (95u" ?
oo ot ox
t [e¢) NN 2 0
< c/ / [(&LN)Z + (a(;; > ] dxds—f—c/ ov|? d.
0 J—oo —00

N 2
Summing up the inequality [ (du® (x,t))2 dr < cfg e (‘%“T(z’s)) ds with the
previous inequality and exsessing the right hand side, we get

or

—0o0

dx

2 2
> N2 |osuN osu™N
/oo |ou™ |+ ‘ 5 ‘ ’ O dx
t poo N 2 N oo
< c/ / ‘(5uN (x, s)‘2 + ‘(%u (,5) + '(‘%u (,5) dxds + c/ |6v|? da.
0 J—o00o ot ox — 50
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Applying the Gronwall lemma, hence we have

2 2
*° N 2 |osulN (x,t) osulN (z,t)
/Oo !’5u (z, )" + '825 + oy dx

o0
< c/ 0v (2)|* dx, Wt € [0,T).

—00

Hence, integrating with respect to ¢ from 0 to T', we get
N
160 gy < 190N a—oo,00) -

This estimation shows that from the sequence {5uN (z, t)} we can choose a subsequence
(we also denote it by {0ul (z,t)}, it converges weakly in W (II) to some element du €
W (IT). As the norm in Hilbert space is weakly lower semi-continuous, for the limit
functiondu (z,t) the estimation

||6u||W21(H) <c ||6U”L2(—oo,oo)

is valid
Thus, estimation (11) is proved. By the imbedding theorem, W (II) is boundedly
imbedded in L (—00,00) [2]. Then from (11) it follows

16w (2, T)| 1y (—o0,00) < € 0ullypamy < 1160 py (o0 00) -

Therefore
10 (2, T ooy = 0 Tt 1180y = O (15)

We can write the increment of the functional Jp (v) in the form

o0

Ay (v) = /00 [u(z,T;v) — g (x)] du(z,T)dx + ;/ |ou (.CU,T)|2 dx.

—00 —0o0

Hence and from (15) we get that the functional Jy (v) is continuous in the norm
Ly (—00,00) on the set V. Thus, the functional Jy (v) is continuous and lower bounded on
V the set V is closed and bounded in uniformly convex Banach space Lo (—o0,00) ([3],
p.510).

Then the statement of theorem 3.1 follows from the known theorem below [4].

Theorem 2. [4] Let B be uniformly convex Banach space; V is closed and bounded set
from B; J :'V — R is bounded below and semicontinous below functional. Then there
erists a dense subset By of B, such that for any w € By at v > 1, a > 0, the functional
I(v) = J(v) + a|lv — wl|y attains its lower boundary on V in unique element v, € V.

Theorem 3.1 is proved. O
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4. On solvability of adjoint problem.

Introduce the following boundary value problem to the extremal problem (1), (2), (5).

0? 02
87;2/)_87;5+Uw:07 (iL‘,t)EH, (16)
Y =7 =0, ng lier = u(z,T;v) — g (z),z € (—00,00) . (17)

This problem is called adjoint to problem (1), (2), (5).

For the given v € V under the generalized solution from Wj (II) of problem (16),
(17), we understand a function 1) = ¢ (z,¢;v) that equals zero for ¢ = T" and satisfies the
integral identity

oY d oY 0 >
A[5f£+£a;‘+v¢u] dadt =~ [ u(e.Ti0) ~ @) x (o, Dz (19

—00
for any function p = u (x,t) € Wy (II), u(x,0) = 0.
Note that problems (1), (2) and (16), (17) are of the same type.
Therefore, using the results of the papers [9], [10], it is easy to get that for each fixed

v € V problem (16), (17) has a unique generalized solution 1 = % (x,t;v) from W4 (II)
and for this solution, the estimation

[Pl my < ellu (@, T50) = g (@) Ly (—o000) - (19)

is valid.

Taking into account estimation (7) and boundedness of the imbedding Wi (IT) —
Ly (—00,00) from (19) we get

”w”Wzl(H) <c |:Hu0HW21(700,oo) + ”U’1HL2(foo,oo) + HfHLg(H) + HgHLg(foo,oo) : (20)

5. Calculation of differential of functional (5) and optimality condition

Theorem 3. Let the conditions of theorem 3.1 be fulfilled. Then functional (5) is contin-
uously Frechet differentiable on the set V' over the norm of the space [Lo (—00,00)], and
its differential at the point v € V' under the increment 0v € Ly, (—00,00), v+ dv € V is
determined by the expression.

o0

(J}, (v),6v) = /Huwévda:dt + a/ (v —w) dvdz. (21)

—00
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Proof. Let us consider the increment of the functional (5):

AJy (V) = Jo (V+6v) — Jy (V) = ;/00 [u(x,T;v + 6v) — g ()] de

—00

TP [ —g@Par-5 [ @-wia

—0o0 —0o0 —00

= /OO [u(z,T;v) — g (x)] éu(z,T)dx

—00

oo 1 o0 oo
+a/ (v — w) dudz + 2/ |5u (m,T)]Qd:c+g/ 160 (2)? da. (22)
In formula (10) for n we put ¢ (z,t;v), in formula (18) for u we put du (x,t), sum them
and have

/Oo [ (2, T; 0) —g(:r)]éu(:):,T)dg::/

uwévd:rdt—i—/ Yovdudrdt.
—00 11 11

Talking this equality into account in (22), we get

o0

AJy (v) = /Huwdvdxdt + 04/ (v —w) dvdzr + R, (23)

—0o0

where
o0

R:/wévéudm’dt—i—;/ 0w (, T)|* dx+§/ ov|* dz
II —0o0 oo

is a remainder.
It is clear that for the given v € V the right hand side in (21) is a linear functional
with respect to dv. Moreover,

/ wpdvdxdt + a/ (v —w) dvdx
II

—0o0

< HU||L2(H) HQ/)HLQ(H) ) H5U||Loo(—oo,oo)

ta ||U - WHLQ(—oo,oo) H5U||L2(—oo,oo) :

Since v, v + dv € V, then

/ wpdvdxdt + a/ (v —w) dvdz
1

—00

< e [lullwgm 19 wyam + 10 = @l (o0 169012 o)

Taking here into account estimates (7) and (20), we get the boundedness of functional
(21) with respect to dv on Le, (—00, 00).
Now estimate the residual term R in formula (23).
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Using the Cauchy-Bunyakvosky inequality, we have

1
R < gy~ 100 2y 1601 (o0 00) F 5 102 (2 TIE - o,00)

o 2
T 10017 o (—o0,00) < €Nl any 10ullyyz (amy 19011 (—o0,00)

1 2 o 2
+5 10w (@, T)IL, (oo ,00) + 5 100I17 o (—o0,00) -

As the imbedding W4} (IT) — Lg (—00, 00) is bounded [2] and estimates (11), (20) hold,
hence we get
|R| <c ||5U||%oo(—oo,oo) :

Then from (23) it follows that functional (5) is Frechet differentiable on V' and formula
(21) is valid.

Show that the mapping v — J/, (v) defined by equality (21) continuously acts from V
to the space (Lo, (—00,00))* that is adjoint to Lo, (—00,00).

Let 6¢ (z,t) = ¢ (z,t;v + 0v) — ¢ (x,t;v). From (16), (17) it follows that d¢ (z,t) is
the generalized solution from W4 (II) of the problem.

0%y 95
5~ gy T (v 00) 8= —gdu, (x.) €1L (24)
0o
561t =0, 5% icr = du (2, T30), & € (=00,00). (25)

Arguing as in obtaining estimation (11), we can show that for solving problem (24),
(25) the following estimation

1681l wa ary < €00l Ly (—o0,00) F €100 (2, T £y (—s0,00)
is valid.
Using the boundedness of the imbedding W (IT) — Ly (—00, o0), hence we get
10l 1y < € 160111 ooy + € N6l - (26)
Then (11) and (26) yield the estimation

16y 1y < €811 (oo mc) - (27)

Using the Cauchy-Bunyakovsky inequality and (27) it is easy to be convinced in validity
of the inequality
HJ& (v+dv) — J, (U)H(Loo

(—00,00))"

<c [HU||L2(H) 16911 Ly ery + 1901 Ly 1100l gy + 6%l £y 0y 110901 Ly | + @ 0V 1 (0,009 -

From (11) and (27) it follows that the right hand side of this inequality converges to
zero as [|6v]|, (oo o) = 0. Hence it follows that v — J! (v) is a continuous mapping
from V to (Lo (—00,00))*. Theorem 5.1 is proved. O
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Theorem 4. Let the conditious of theorem 5.1 be fulfilled. Then for the control v, =
vs (z) € V to be optimal in problem (1), (2), (5) it is necessary that the inequality

/H o (2, 8) W (2,8) (0 (2) — vs () dadt
+a /00 (Vs () —w (x)) (v (z) — Vi (x))dz > 0 (28)

be fulfilled for any v = v (x) € V, where uy (x,t) = u(x,t;vs) and Py (x,t) = P (z,t;v4)
are the solutions of problems (1), (2) and (16), (17), respectivelly, for v = v, ().

Proof. The set is convex in Ly, (—00,00). Furthermore, by theorem 5.1, the functional
Jao (V) is Frechet continuosly differentiable on V' and its differential at the point v € V' is
determined by equality (21). Then by theorem 5.2 from (see e.i [12], p. 28) on the element
vx € V the inequality (J, (vi), v —vi) > 0 should be fulfilled for all v € V. Hence and
from (21) it follows validity of inequality (28) for all v € V. Theorem 5.2 is proved. [

Remark 1. Based on the obtained necessary condition of optimality, we can suggest an

iterative algorithm for approzimate finding of the solution of problem (1), (2), (5).
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